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Abstract

In this thesis, we investigate the electromagnetic form factors of the proton and neutron in the
framework of Quantum Chromodynamics (QCD). To perform a calculation of such low-energy
quantities based on first principles, we employ the lattice regularization of QCD. In Lattice-QCD
simulations of nucleon-structure observables, systematic errors are inherent due to the finite
lattice spacing and volume as well as due to contamination by excited states. These can be
controlled and removed in a systematic fashion: for the removal of excited-state contributions, a
variety of dedicated methods exists, while discretization and finite-volume effects also need to be
taken into account by performing a continuum and infinite-volume extrapolation. However, all
previous lattice studies of the electromagnetic form factors of the nucleon have either neglected
the numerically challenging quark-disconnected contributions or were not extrapolated to the
continuum and infinite-volume limit.

We present results for the electromagnetic form factors of the proton and neutron computed
on the (2 + 1)-flavor Coordinated Lattice Simulations (CLS) ensembles including both quark-
connected and -disconnected contributions while, at the same time, controlling all sources
of systematic uncertainties. For the excited-state analysis, we explore three complementary
methods based on two-state fits to the effective form factors and on two different truncations of
the summation method, respectively. The Q2-, pion-mass, lattice-spacing and finite-volume
dependence of our form factor data is fitted simultaneously to the expressions resulting from
covariant baryon chiral perturbation theory including vector mesons amended by models for
lattice artefacts. From these fits, we determine the electric, magnetic, Zemach and Friar radii as
well as the magnetic moments of the proton and neutron. To assess the influence of systematic
effects, we average over various cuts in the pion mass and the momentum transfer, as well
as over different models for the lattice-spacing and finite-volume dependence, using weights
derived from the Akaike Information Criterion (AIC).

Our ab-initio QCD results for the electromagnetic radii of the proton are of particular
relevance in light of the so-called proton radius puzzle, i.e., the observation of a large tension
between different experimental measurements of the proton’s electric radius, which is after
more than a decade of vigorous research still not completely explained. Also for the magnetic
radius, analyses based on different data sets find discrepant results. In this situation, a firm
theoretical prediction of the proton radii can contribute towards the clarification of the origins
of the discrepancies.

Our results for the magnetic moments of the proton and neutron are in good agreement
with the experimentally very precisely known values. For the radii of the proton, we achieve,
including all systematic errors, a precision which enables a meaningful comparison to the various
experiments and data-driven evaluations. On the one hand, our result for the electric radius of
the proton clearly points towards a small value, as favored by muonic hydrogen spectroscopy,
the recent ep-scattering experiment by PRad and data-driven dispersive analyses. Our estimate
for the magnetic radius, on the other hand, is well compatible with that inferred from the A1
ep-scattering experiment by a z-expansion analysis and in tension with z-expansion on the
remaining world data as well as with dispersive approaches.
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Zusammenfassung
In dieser Doktorarbeit werden die elektromagnetischen Formfaktoren des Protons und Neutrons
im Rahmen der Quantenchromodynamik (QCD) untersucht. Um solche Niederenergiegrößen
basierend auf ersten Prinzipien zu berechnen, wird die Gitterregularisierung der QCD verwendet.
In Gitter-QCD-Simulationen von Nukleonstruktur-Observablen sind systematische Fehler inhä-
rent aufgrund des endlichen Gitterabstands und -volumens sowie aufgrund der Kontamination
durch angeregte Zustände. Diese können kontrolliert und auf systematische Weise entfernt
werden: Für die Entfernung der Beiträge angeregter Zustände existieren eine Reihe dedizierter
Methoden, während Diskretisierungs- und Endlich-Volumen-Effekte ebenfalls berücksichtigt
werden müssen, indem man eine Extrapolation ins Kontinuum und zu unendlichem Volumen
durchführt. Jedoch haben alle bisherigen Gitterstudien der elektromagnetischen Formfakto-
ren des Nukleons entweder die numerisch herausfordernden quark-unverbundenen Beiträge
vernachlässigt oder waren nicht zum Kontinuums- und Unendlich-Volumen-Limes extrapoliert.

Wir präsentieren Resultate für die elektromagnetischen Formfaktoren des Protons und Neu-
trons, die auf den (2 + 1)-flavour Coordinated Lattice Simulations (CLS) Ensembles berechnet
wurden. Sie berücksichtigen sowohl quark-verbundene als auch -unverbundene Beiträge und
kontrollieren gleichzeitig alle Quellen systematischer Unsicherheiten. Für die Analyse angeregter
Zustände werden drei komplementäre Methoden erforscht, die auf Zweizustandsfits an die effekti-
ven Formfaktoren bzw. auf zwei verschiedenen Trunkierungen der Summationsmethode basieren.
Die Q2-, Pionmassen-, Gitterabstands- und Volumen-Abhängigkeit unserer Formfaktor-Daten
wird simultan an die Ausdrücke gefittet, die aus kovarianter baryonischer chiraler Störungstheo-
rie inklusive Vektormesonen resultieren, und die um Modelle für Gitterartefakte ergänzt werden.
Mithilfe dieser Fits werden die elektrischen, magnetischen, Zemach- und Friar-Radien sowie die
magnetischen Momente des Protons und Neutrons bestimmt. Um die Einflüsse systematischer
Effekte zu beurteilen, wird über diverse Cuts in der Pionmasse und im Impulsübertrag sowie
über verschiedene Modelle für die Gitterabstands- und Volumen-Abhängigkeit gemittelt. Hierzu
werden Gewichte verwendet, die aus dem Akaike-Informationskriterium (AIC) hergeleitet sind.

Unsere ab-initio-Resultate für die elektromagnetischen Radien des Protons sind von besonderer
Bedeutung im Lichte des sogenannten Proton-Radius-Puzzles, d. h. der großen Spannung
zwischen verschiedenen experimentellen Messungen des elektrischen Radius des Protons, die nach
mehr als einer Dekade intensiver Forschung immer noch nicht vollständig erklärt ist. Auch für
den magnetischen Radius finden Analysen basierend auf verschiedenen Datensätzen diskrepante
Ergebnisse. In dieser Situation kann eine solide theoretische Vorhersage der Protonradien dazu
beitragen, die Ursprünge der Diskrepanzen zu klären.

Unsere Ergebnisse für die magnetischen Momente des Protons und Neutrons befinden sich
in guter Übereinstimmung mit den experimentell sehr genau bekannten Werten. Für die
Radien des Protons erreichen wir inklusive aller systematischer Fehler eine Präzision, die einen
aussagekräftigen Vergleich mit den diversen Experimenten und datengetriebenen Bestimmungen
erlaubt. Einerseits deutet unser Resultat für den elektrischen Radius des Protons klar auf
einen kleinen Wert hin, wie er von der Spektroskopie myonischen Wasserstoffs, dem kürzlich
erfolgten ep-Streuexperiment von PRad und datengetriebenen dispersiven Analysen bevorzugt
wird. Andererseits ist unser Ergebnis für den magnetischen Radius gut kompatibel mit dem
mithilfe einer z-expansion-Analyse aus dem A1 ep-Streuexperiment abgeleiteten Wert und in
Spannung mit z-expansion auf den verbleibenden Welt-Daten sowie mit dispersiven Ansätzen.
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1 Introduction
The elementary particles which make up the visible matter in our Universe are described
theoretically by the Standard Model of Particle Physics: the fermionic quarks and leptons,
and the bosonic exchange particles. They can interact through four fundamental forces: the
strong, weak, electromagnetic and gravitational interactions. The mathematical formulation
of the Standard Model is realized in terms of Quantum Field Theories. Three of the four
aforementioned forces can be represented in this way; only gravity is not yet included.

The theory of the strong interaction in the context of the Standard Model is Quantum
Chromodynamics (QCD). It contains fermions – the quarks – in six flavors (up, down, strange,
charm, bottom and top), which additionally come in three different colors. The color charges of
the quarks are assigned to the fundamental representation of the gauge group of QCD, which is
SU(3). The exchange particles mediating the strong force are called gluons. They carry a color
charge in the adjoint representation of SU(3) and thus appear in 32 − 1 = 8 species.

At large distances or low energies, the coupling of QCD is large, which is connected to
the phenomenon of confinement: the only finite-energy asymptotic states of the theory are
those that are singlets under SU(3), or, in other words, color neutral. This means that color-
charged particles, like the quarks and gluons, cannot be isolated and have to form composite
particles, the hadrons. Due to the large coupling of QCD in the hadronic regime, a theoretical
description of their structure necessitates a non-perturbative treatment by methods such as
Lattice QCD. Here, one replaces space-time by a four-dimensional Euclidean lattice. It serves
as a gauge-invariant UV-regulator for the Quantum Field Theory and makes the path integral
finite dimensional and thus amenable to a numerical evaluation. Even though it introduces
systematic errors due to the finite lattice spacing and volume, the method allows a systematic
extrapolation to the continuum and infinite-volume limit.

In spite of its enormous success, the Standard Model cannot be complete for a number of
different reasons. Firstly, the original Standard Model describes the neutrinos as massless. The
observation of neutrino oscillations between different flavors (electron, muon and tau), however,
requires them to have a finite mass. It is still unclear of which nature the neutrino mass term
exactly is (Dirac or Majorana) and precisely how the correct extension of the Standard Model
should hence look like. Another important shortcoming of the Standard Model is its failure to
provide a sufficient source of CP and baryon-number violation to explain the large asymmetry
between particles and antiparticles observed in the Universe. Futhermore, as mentioned in the
beginning, General Relativity, which is the currently accepted theory of gravity, cannot easily
be unified with the quantum-field-theoretical framework of the Standard Model. Apart from
this, astrophysical observations of gravitational effects which cannot be explained by the visible
matter in the Universe suggest that a large fraction of the mass in the Universe consists of dark
matter which is not described by the Standard Model. Lastly, the accelerating expansion of the
Universe requires the existence of dark energy which is even more mysterious as it needs to
exert a negative pressure.

In general, two complementary approaches are being followed in the search for Beyond-the-
Standard-Model (BSM) physics: direct searches for new particles at high energies and indirect
searches by precision measurements of low-energy observables. The latter are based on the
fact that in the presence of BSM physics, quantum loop corrections would also cause a slight
difference to Standard-Model predictions at low energies. This approach therefore requires
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1 Introduction

theoretical calculations based on the Standard Model matching the precision of the experiments.
A particularly exciting case is the anomalous magnetic moment of the muon, where currently a
huge discrepancy between high-precision experimental measurements [8] and the theoretical
prediction from the Standard Model [9] exists. The evaluation of the QCD contribution to the
latter is, however, based on data-driven dispersive approaches. First-principles calculations
using Lattice QCD, on the contrary, suggest that the discrepancy might be a lot smaller [10].
Since Ref. [10] is so far the only full lattice calculation of the muon anomalous magnetic moment
with a precision that enables a comparison to experiment, this statement needs independent
confirmation, though. Moreover, the precision of the lattice calculations has to be further
increased in order to fully match the experimental one. Tremendous research efforts are ongoing
in this direction [11].

Another long-standing discrepancy in subatomic physics is the so-called proton radius puzzle
[12]. In the 1950s, Hofstadter et al. first showed experimentally that the proton is not a
point-like particle, but has a finite extent [13]. Since then, measurements of the proton’s size as
parametrized by its radius have progressed immensely and are now a subject of precision science.
These advancements have caused a number of so far unexplained tensions to appear. The most
significant one concerns the electric (charge) radius of the proton: the value reported by the A1
collaboration based on ep-scattering data [

√
⟨r2
E⟩

p = (0.879± 0.005 (stat)± 0.006 (syst)) fm

[14]], while in good agreement with hydrogen spectroscopy [
√
⟨r2
E⟩

p = 0.8758(77) fm [15]] at
the time of publication, is incompatible with the most precise determination, which comes
from the spectroscopy of muonic hydrogen [

√
⟨r2
E⟩

p = 0.84087(39) fm [16, 17]]. This has led to
speculations about possible differences between measurements using either electrons or muons
which could be caused by BSM physics [18].

The most recent experiments using electronic hydrogen spectroscopy favor the lower value
[19–22], with the exception of Ref. [23] which reports a larger value in agreement with older
measurements [15] and Ref. [24] which reports an intermediate value. The latest determinations
from ep scattering yield differing results as well: while the A1 collaboration has essentially
confirmed their previous result using the initial-state radiation technique [

√
⟨r2
E⟩

p = (0.878±
0.011 (stat) ± 0.031 (syst)) fm [25]], the PRad experiment at Jefferson Lab has reported a
smaller value [

√
⟨r2
E⟩

p = (0.831± 0.007 (stat)± 0.012 (syst)) fm [26]]. It is worth pointing out
that dispersive analyses had already favored a smaller proton radius for a long time [27, 28],
and continue to do so [29–32]. This applies in particular also to the dispersive analysis of the
data taken by the A1 experiment [33, 34].

In an effort to resolve the still existing tensions, several new experimental efforts are underway:
A new ep-scattering experiment, MAGIX [35], is being prepared at the Mainz-based accelerator
MESA which is currently under construction. An upgrade of PRad, dubbed PRad-II, has been
approved [36], while the ULQ2 experiment at ELPH in Tohoku, Japan, is already taking data
[37]. To complement the results from electronic and muonic hydrogen spectroscopy and ep
scattering with a result from µp scattering, the MUSE collaboration aims to measure the µp
cross section to sub-percent precision at PSI [38]. Furthermore, the AMBER experiment at
CERN plans to determine the electric proton radius to a precision on the order of 0.01 fm using
a similar method [39].

Recently, the goal of achieving a more complete description of the fundamental electromagnetic
properties of the proton has come into focus. For instance, for the magnetic radius an analysis
based on the z-expansion obtains two different numbers, depending on whether just the A1
data is analyzed [

√
⟨r2
M ⟩

p = (0.776 ± 0.034 (stat) ± 0.017 (syst)) fm [14, 40]] or the rest of
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the ep-scattering world data excluding A1 [
√
⟨r2
M ⟩

p = 0.914(35) fm [40]]. The tension is not
as large as for the electric radius, but still, these two numbers are not compatible with each
other. Dispersive analyses [30, 32, 34] arrive at magnetic proton radii significantly larger than
the A1-data analyses [14, 40], but smaller than z-expansion on the remaining world data [40].
Therefore, the magnetic proton radius has received more attention in recent years [34], as have
other derived definitions of radii relevant for atomic spectroscopy experiments, like the Zemach
and Friar radii [41]. Of the newly planned experiments devoted to the electric proton radius,
only MAGIX will immediately address the magnetic radius as well [42], while there is a prospect
of AMBER measuring it in phase 2 of the experiment using inverse kinematics [43].

In order to understand whether the various discrepancies can be traced to the experimental
data and their analyses, or whether they are really an indication for BSM physics [18], a firm
Standard-Model prediction of the proton’s radii is required. For this purpose, it is, as argued
above, mandatory to apply a non-perturbative methodology such as Lattice QCD. In Lattice
QCD as in the context of scattering experiments, radii are extracted from the derivative of the
electromagnetic form factors GE,M (Q2) at Q2 = 0. A full calculation enabling a distinction
between proton and neutron necessitates the evaluation of quark-disconnected diagrams which
are computationally very expensive and notorious for their unfavorable signal-to-noise ratio.
Previous lattice calculations of electromagnetic form factors and radii published in Refs. [44–61],
with the exception of Refs. [54, 58], have neglected quark-disconnected contributions due to
this technical complication. Furthermore, as pointed out above, results computed from Lattice
QCD generally need to be extrapolated to the continuum and infinite-volume limit in order to
allow a meaningful comparison with experiments, which has not been done in Refs. [54, 58].

In this thesis, we present results for the electromagnetic form factors of the proton and
neutron computed from a set of (2 + 1)-flavor Lattice-QCD ensembles at four different lattice
spacings and pion masses between 130 and 290 MeV. Our study improves on all previous
calculations by explicitly evaluating both quark-connected and -disconnected contributions
and, at the same time, taking into account all relevant systematic effects due to excited-state
contamination, finite-volume effects and the extrapolation to the physical point. In addition to
determining the shape of the form factors at moderate momentum transfers (Q2 ≲ 0.6 GeV2),
we extract the electric, magnetic, Zemach and Friar radii as well as the magnetic moments of
the proton and neutron.

We start in chapter 2 with a brief recapitulation of the essentials of continuum QCD and its
Euclidean formulation. Chapter 3 deals with the lattice discretization of QCD, methods for
the numerical evaluation of the path integral and the construction of the discretized operators
relevant to the observables of interest. Next, we consider in chapter 4 the specific set of
simulations undertaken by the Coordinated Lattice Simulations (CLS) initiative, which we
employ in this thesis. We give details about the action and boundary conditions used by CLS,
the algorithmic setup of the simulations, the scale setting procedure and the location of the
ensembles in parameter space. Chapter 5 is concerned with the calculation of the pertinent
observables on these ensembles. After formally defining the form factors and radii, we discuss
techniques for the efficient calculation of propagators, one of the most expensive parts of the
computation. The remainder of the chapter is dedicated to the nucleon two- and three-point
functions, their physical significance and their numerical implementation, finishing off with a
brief note on the pion two-point function. In chapter 6, we report on our analysis and final
results. To that end, we start with an overview of common data analysis techniques for Lattice
QCD pertaining to error quantification and regression. Our own analysis begins with the
determination of the pion and nucleon masses on the employed ensembles. Afterwards, we
extract the effective form factors from ratios of nucleon three- and two-point functions. A
particular emphasis of this thesis is on the removal of excited-state contributions, for which we

3



1 Introduction

explore and compare different methods. Since only discrete Q2-values are accessible in lattice
simulations, we need to parametrize the momentum dependence of the form factors in order to
extract the radii from them. This is combined with the extrapolation to the physical point by
performing simultaneous fits to the Q2-, pion-mass, lattice-spacing and finite-volume dependence
of the form factors to the expressions resulting from covariant baryon chiral perturbation theory
(BχPT), including vector mesons and amending the expressions by models for lattice artefacts.
We compare this analysis to a more traditional approach based on a parametrization of the
Q2-dependence of the form factors on each ensemble followed by an extrapolation of the radii
to the physical point. Moreover, we have developed a method to compute the Zemach and
Friar radii based on the BχPT fits to the form factors and an extrapolation to arbitrarily large
Q2-values, which is presented next. Systematic errors are quantified using a model average,
from which we also obtain our final results for the form factors, radii and magnetic moments.
Chapter 7 finally draws some conclusions and gives an outlook to possible further improvements
of our calculation as well as to potential future research opportunities.
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2 QCD in the continuum

Within the framework of the Standard Model of Particle Physics, the strong nuclear force is
described theoretically by a Quantum Field Theory called Quantum Chromodynamics (QCD)
that we have already mentioned in the introduction. In this chapter, QCD will be formally
introduced and discussed in the continuum. Moreover, its Euclidean formulation will be
explained, which will be required for the lattice discretization in chapter 3. This chapter is
based on the standard textbooks [62–66], and is partly inspired by the PhD theses [67, 68].

2.1 The QCD action
QCD is a non-Abelian gauge theory with gauge group SU(3), coupled to fermions (quarks) in
the fundamental representation [64]. The Lagrangian therefore consists of a fermionic part LF
and a gauge part LG,

LQCD = LF + LG =
Nf∑

f=1
ψ̄f (x)

(
iγµDµ −mf

)
ψf (x)− 1

4F
a
µν(x)F aµν(x). (2.1)

Here, the sum in the first term runs over the individual flavors f = 1, . . . , Nf of the quarks
which are described by Dirac 4-spinors ψf (x). The eight massless gluons of QCD are represented
by the gauge fields Aaµ(x), contained in the covariant derivative and the field strength tensor
[64],

Dµ = ∂µ − igAaµ(x)T a, T a = λa

2 , (2.2)

F aµν(x) = ∂µA
a
ν(x)− ∂νAaµ(x) + gfabcAbµ(x)Acν(x). (2.3)

The quark and gluon fields also carry Dirac indices and color indices in the fundamental
representation, which have been suppressed in favor of a matrix/vector notation. g is the
coupling constant of QCD; fabc are the (totally antisymmetric) structure constants of SU(3)
and T a its generators, which satisfy the commutation relations [T a, T b] = ifabcT c. Here, the
upper Roman indices a, b, c = 1, . . . , 8 index the adjoint representation of SU(3). The Dirac
matrices obey the anticommutation relations {γµ, γν} = 2gµν , where the metric is gµν = ηµν in
Minkowski space.

Using this Lagrangian, it is possible to express the transition amplitude between two field
configurations ϕ1 and ϕ2 at times t1 and t2, respectively, as a Feynman path integral [62],

⟨ϕ2, t2 |ϕ1, t1⟩ =
∫

[dψ̄][dψ][dA] exp
(
i

∫ t2

t1

dt

∫

R3
d3xLQCD

)
, (2.4)

where the quantity in the exponent on the right-hand side is called the action. It is given by
the space-time integral over the Lagrangian,

SQCD =
∫
dt

∫
d3xLQCD. (2.5)
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2 QCD in the continuum

Two of the physically most interesting properties of QCD are asymptotic freedom and
confinement. Both are linked to the dependence of the running coupling ᾱs(Q2) = ḡ2(Q2)/4π on
the momentum transfer Q2 [69]. This is described by the β-function [70, 71],

β(ḡ) = ∂ḡ(t)
∂t

, t = 1
2 ln Q

2

µ2 , (2.6)

where µ is the renormalization scale.
In the regime where the coupling is small, perturbation theory is applicable. To leading order

(LO) in perturbation theory, the β-function of QCD is given by [70, 71]

β(g) = −β0g
3 +O(g5), β0 = 1

16π2

(
11
3 Nc −

2
3Nf

)
, (2.7)

where Nf is the number of active quark flavors, i.e., flavors with mf ≪ Q2 [69]. With Nc = 3,
this means that as long as Nf < 16.5, β(ḡ) = ∂ḡ(t)/∂t < 0 for small ḡ, so that ḡ → 0 as t→∞.
This is referred to as asymptotic freedom: at asymptotically large energy scales, the quarks
behave like free particles. The LO solution of eq. (2.6) is then [70, 71]

ḡ2(t) = g2

1 + 2β0g2t
, (2.8)

where g = ḡ(t = 0). Introducing the Λ-parameter of QCD at LO,

Λ2
QCD = µ2e

− 1
β0g2 , (2.9)

and utilizing the definition of t in eq. (2.6), eq. (2.8) can be written as [69]

ḡ2(Q2) = 1
β0 ln(Q2/Λ2

QCD) . (2.10)

This shows again that ḡ(Q2)→ 0 as Q2 →∞.
For small momentum transfers, on the other hand, the coupling rises until perturbation

theory and hence also eqs. (2.8) and (2.10) are no longer valid. The large coupling of QCD at
low energies is connected to confinement [69]. This means that all physical states are (at low
temperatures and baryon densities) singlets with respect to the color SU(3), so that quarks and
gluons are not observable as final states [72, 73]. By contrast, they are confined within hadrons,
bound states which form a singlet under SU(3). The classical examples are mesons (qq̄) and
baryons (qqq), but other combinations involving more than three quarks or only gluons are also
possible. While numerical lattice studies clearly show that QCD is confining [74, 75], a rigorous
mathematical proof is still outstanding.

To summarize the above discussion, the evolution of an experimentally measurable quantity
called effective charge which has a strong connection with ᾱs(Q2) is shown in fig. 2.1.

2.2 Symmetries of the QCD action
The action of QCD can be constructed by requiring invariance under local SU(3) gauge
transformations [64],

ψf (x)→ Ω(x)ψf (x), ψ̄f (x)→ ψ̄f (x)Ω†(x), Ω(x) ∈ SU(3). (2.11)

It is straightforward to check that the mass term mf ψ̄f (x)ψf (x) is invariant. In order to
make the derivative term gauge invariant, an operator U(y, x) is required which ensures that
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Figure 2.1: Experimental measurements of the effective charge αg1(Q)/π based on the general-
ized Bjorken sum rule and theoretical calculations of ᾱs(Q)/π in the infrared regime
[69]

U(y, x)ψ(x) has the same transformation properties under gauge transformations as ψ(y). Only
in this way can two fields at different space-time points x and y be meaningfully compared.
The transformation law of the above operator, which is called gauge transporter, hence needs
to be [64]

U(y, x)→ Ω(y)U(y, x)Ω†(x). (2.12)

Expanding the infinitesimal gauge transporter U(x+ ϵn, x) in terms of the separation ϵ, one
introduces the gauge fields Aaµ(x) [64],

U(x+ ϵn, x) = 1 + igϵnµAaµ(x)T a +O(ϵ2). (2.13)

Applying eq. (2.12) to the infinitesimal transporter in eq. (2.13), one obtains

U(x+ ϵn, x)→ Ω(x+ ϵn)U(x+ ϵn, x)Ω†(x)
= Ω(x+ ϵn)Ω†(x) + igϵnµΩ(x+ ϵn)Aaµ(x)T aΩ†(x) +O(ϵ2)
= 1 + ϵnµ(∂µΩ(x))Ω†(x) + igϵnµΩ(x)Aaµ(x)T aΩ†(x) +O(ϵ2)
= 1− ϵnµΩ(x)∂µΩ†(x) + igϵnµΩ(x)Aaµ(x)T aΩ†(x) +O(ϵ2). (2.14)

From the second to the third line, we have expanded Ω(x+ ϵn) = Ω(x) + ϵnµ∂µΩ(x) +O(ϵ2),
and in the last step, we have made use of the fact that (∂µΩ(x))Ω†(x) = ∂µ(Ω(x)Ω†(x)) −
Ω(x)(∂µΩ†(x)) = ∂µ1− Ω(x)(∂µΩ†(x)) = −Ω(x)(∂µΩ†(x)). From eq. (2.14), it is clear that the
gauge fields transform according to [64]

Aaµ(x)T a → Ω(x)
(
Aaµ(x)T a + i

g
∂µ

)
Ω†(x). (2.15)

The infinitesimal gauge transporter can be used to define the covariant derivative as was done
in eq. (2.2). With the help of this definition, it can be shown that Dµψ

f (x) has the same
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2 QCD in the continuum

transformation law as ψf (x) itself, i.e., it transforms in the fundamental representation as well,

Dµψ
f (x)→

[
∂µ − igΩ(x)

(
Aaµ(x)T a + i

g
∂µ

)
Ω†(x)

]
Ω(x)ψf (x)

= (∂µΩ(x))ψf (x) + Ω(x)∂µψf (x)− igΩ(x)Aaµ(x)T aΩ†(x)Ω(x)ψf (x)
+ Ω(x)(∂µΩ†(x))Ω(x)ψf (x)

= Ω(x)(∂µ − igAaµ(x)T a)ψf (x) + [∂µΩ(x) + Ω(x)(∂µΩ†(x))Ω(x)]ψf (x)
= Ω(x)Dµψ

f (x). (2.16)

As a consequence, the covariant derivative term in eq. (2.1) is also gauge invariant.
Noticing that the field strength tensor is given by the commutator of two covariant derivative

operators [64],

[Dµ, Dν ] = [∂µ − igAaµ(x)T a, ∂ν − igAbν(x)T b]
= −ig(∂µAbν(x))T b + ig(∂νAaµ(x))T a − g2Aaµ(x)Abν(x)[T a, T b]

= −ig
(
∂µA

a
ν(x)T a − ∂νAaµ(x)T a + gAaµ(x)Abν(x)fabcT c

)

= −ig
(
∂µA

a
ν(x)− ∂νAaµ(x) + gAbµ(x)Acν(x)f bca

)
T a = −igF aµν(x)T a, (2.17)

it can be seen that it transforms in the adjoint representation, i.e., according to

F aµν(x)T a → Ω(x)F aµν(x)T aΩ†(x), (2.18)

rendering LG = −1/2 tr[F aµν(x)T aF bµν(x)T b] = −1/4F aµν(x)F aµν(x) also gauge invariant.1 It is
worth noting that it is not possible to formulate a kinetic term for the gauge fields without
also including self-interactions [63]. In particular, writing out LG in terms of the gauge fields
Aaµ(x), one discovers terms proportional to A3 and A4, leading to the aforementioned gluonic
self-interactions [64]. Their appearance can thus be understood as a direct consequence of the
non-Abelian nature of SU(3).2

In principle, by using higher-dimensional operators, one can form many gauge-invariant
combinations in addition to the ones used in eq. (2.1). These are, however, not renormalizable
and thus physically irrelevant at ordinary energies [63, 64].

Apart from the local SU(3) gauge invariance associated with color, the QCD Lagrangian in
eq. (2.1) has a global U(1) symmetry for each quark flavor with a non-degenerate mass,

ψf (x)→ e−iαf
ψf (x). (2.19)

The corresponding Noether current is jµf (x) = ψ̄f (x)γµψf (x), implying the conservation of
the net quark number of each such flavor [65].

If Nfg of the Nf quark masses are degenerate, there is a larger global symmetry for these
flavors. It is useful to separate the U(1) and SU(Nfg) parts of these transformations,

ψf (x)→ e−iαψf (x) (2.20)

and
ψf (x)→ ψ′f ′(x) =

∑

f

Uf
′fψf (x), U ∈ SU(Nfg), (2.21)

1We have used that tr(T aT b) = 1/2δab [64].
2The self-interaction terms are proportional to the structure constants through the last term in eq. (2.3), which

vanish for Abelian Lie groups such as U(1).
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2.3 Wick’s theorem

respectively [64]. Estimates of the masses of the two lightest quarks u and d [76],

mu = 2.16+0.49
−0.26 MeV, md = 4.67+0.48

−0.17 MeV, (2.22)

show that they are nearly degenerate compared to the energy scale of the QCD interactions,
ΛQCD ∼ 0.3 GeV [69]. The SU(Nfg) symmetry discussed above with Nfg = 2 can thus be
identified with isospin, while the U(1) part corresponds to the conservation of the total net
quark number [64].

For massless u- and d-quarks, the QCD Lagrangian is furthermore invariant under axial
SU(2)×U(1) transformations,

ψf (x)→ e−iαγ5
ψf (x) (2.23)

and
ψf (x)→ e−iωaτaγ5ψf (x), (2.24)

respectively, where τa = σa/2 are the generators of SU(2) [64]. Noticing that the massless
QCD Lagrangian can be decomposed into separate terms for left- and right-handed quarks,
the vector and axial transformations mix, leading to two independent chiral transformations
for the left- and right-handed components. The total symmetry group (neglecting color) of
the classical QCD Lagrangian for massless and degenerate u- and d-quarks is hence SU(2)L ×
SU(2)R ×U(1)L ×U(1)R [64].

The vacuum state, however, mixes the two quark helicities, so that the full symmetry group is
spontaneously broken down to the subgroup of vector symmetries, SU(2)L × SU(2)R ×U(1)L ×
U(1)R → SU(2)V ×U(1)V [64]. According to Goldstone’s theorem [77–79], this would imply
the emergence of four massless spin-zero particles. The real strong interactions do not contain
any massless particles because the u- and d-quarks are not exactly massless. Nevertheless, they
do contain an isospin triplet of relatively light pseudoscalar mesons, the pions, which can be
associated with the spontaneous breaking of SU(2)A. On the other hand, a light isospin-singlet
pseudoscalar meson which could be associated with the spontaneous breaking of U(1)A is not
known to exist.

To shed more light onto this situation, it is important to note that our treatment of symmetries
so far has been purely classical. In order for a symmetry of the action to be one of the full
quantum theory, the measure of the functional integral in eq. (2.4) also needs to be invariant.
For axial transformations, this requirement is in general not fulfilled [64]. This is referred to
as axial anomaly. It can be shown, however, that the relevant group theory factor vanishes
in QCD in the case of the axial isospin-triplet current, but not in the isospin-singlet case [64].
This means that while SU(2)A is in fact a symmetry of QCD with two massless and degenerate
quarks, U(1)A is not.

In nature, all symmetries discussed above except for U(1)V and the color SU(3) receive
a small explicit breaking due to the finite and not exactly degenerate masses of the u- and
d-quarks. This thesis will employ the approximation of mu = md and thus an exact SU(2)V
symmetry.

2.3 Wick’s theorem
A useful tool for the evaluation of expectation values is Wick’s theorem. In a free field theory,
it allows one to express the vacuum expectation value of a time-ordered product of operators in
terms of propagators [64]. Here, we review the derivation of Wick’s theorem for bosons and
fermions using the path integral quantization.

9
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2.3.1 Wick’s theorem for bosons
Consider a real bosonic field ϕ with a Lagrange density which is quadratic in the field,

L[ϕ] = 1
2ϕ(x)(−∂2 −m2)ϕ(x). (2.25)

Introducing the generating functional

Z[J ] =
∫

[dϕ] exp
[
i

∫
d4x (L[ϕ(x)] + J(x)ϕ(x))

]
, (2.26)

correlation functions can be computed by taking functional derivatives of Z[J ] with respect to
the source field J [64],

⟨0 |Tϕ(x1) · · ·ϕ(xn) | 0⟩ = 1
Z[0]

∫
[dϕ]ϕ(x1) · · ·ϕ(xn) exp

[
i

∫
d4xL

]

= (−i)n
Z[0]

δnZ[J ]
δJ(x1) · · · δJ(xn)

∣∣∣∣
J=0

. (2.27)

In a free field theory defined as in eq. (2.25), Z[J ] can be brought into a more explicit form.
For this purpose, we introduce the following change of variables,

ϕ′(x) = ϕ(x)− i
∫
d4y DF (x− y)J(y). (2.28)

Here, DF (x − y) is the Feynman propagator, which is a Green’s function of the operator
(−∂2 −m2) [64],

(−∂2
x −m2)DF (x− y) = iδ(4)(x− y). (2.29)

We start by completing the square in eq. (2.26),

Z[J ] =
∫

[dϕ] exp
[
i

∫
d4x

1
2

(
ϕ(x)− i

∫
d4y DF (x− y)J(y)

)
(−∂2 −m2)

(
ϕ(x)− i

∫
d4y DF (x− y)J(y)

)

− i

2

∫
d4x

∫
d4y J(x)[−iDF (x− y)]J(y)

]
. (2.30)

Now we apply the change of variables from ϕ to ϕ′ to the functional integral. As this is nothing
but a constant shift, the Jacobian of the transformation is 1, so that the measure remains
invariant. Hence, the result is

Z[J ] =
∫

[dϕ′] exp
[
i

∫
d4x

1
2ϕ

′(x)(−∂2 −m2)ϕ′(x)
]

exp
[
− i2

∫
d4x

∫
d4y J(x)[−iDF (x− y)]J(y)

]

= Z[0] exp
[
−1

2

∫
d4x

∫
d4y J(x)DF (x− y)J(y)

]
. (2.31)

With this form of the generating functional at hand, the derivatives in eq. (2.27) can be
evaluated, so that we obtain for the correlation function of an even number n of fields,

⟨0 |Tϕ(x1) · · ·ϕ(xn) | 0⟩ =
∑

σ∈Pn

DF (xσ(1) − xσ(2)) · · ·DF (xσ(n−1) − xσ(n)). (2.32)

Here, Pn is the set of all pairings of n numbers. This result is known as Wick’s theorem, and
the individual factors DF (xσ(k−1) − xσ(k)) are also referred to as contractions of the fields
ϕ(xσ(k−1)) and ϕ(xσ(k)) [64, 66]. From the above derivation it also follows that the correlation
function of an odd number of fields vanishes.
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2.3.2 Wick’s theorem for fermions
For fermions, the derivation of Wick’s theorem proceeds analogously to the one for bosons above.
The main differences are that extra caution needs to be applied due to the anticommuting
nature of fermions, and that two separate source fields are required for ψ and ψ̄.

The generating functional for the free Dirac Lagrangian

L[ψ̄, ψ] = ψ̄(x)(iγµ∂µ −m)ψ(x) (2.33)

is given by [64]

Z[η̄, η] =
∫

[dψ̄][dψ] exp
[
i

∫
d4x (L[ψ̄(x), ψ(x)] + η̄(x)ψ(x) + ψ̄(x)η(x))

]
, (2.34)

where η and η̄ are the Grassmann-valued source fields for ψ̄ and ψ, respectively. The analogue
of eq. (2.27) is [62, 64, 66]
〈
0
∣∣T ψ̄(x1)ψ(y1) · · · ψ̄(xn)ψ(yn)

∣∣ 0
〉

= 1
Z[0, 0]

∫
[dψ̄][dψ] ψ̄(x1)ψ(y1) · · · ψ̄(xn)ψ(yn)

exp
[
i

∫
d4xL

]

= (−1)n(−i)2n

Z[0, 0]
δ2nZ[η̄, η]

δη(x1)δη̄(y1) · · · δη(xn)δη̄(yn)

∣∣∣∣
η=η̄=0

.

(2.35)

In order to derive a more explicit form of the generating functional for the free Dirac theory,
we introduce the following change of variables,

ψ′(x) = ψ(x)− i
∫
d4y SF (x− y)η(y), ψ̄′(x) = ψ̄(x)− i

∫
d4y η̄(y)SF (x− y), (2.36)

where SF is the fermionic Feynman propagator, which fulfills the analogue of eq. (2.29).
Completing the square in eq. (2.34) leads to

Z[η̄, η] =
∫

[dψ̄][dψ] exp
[
i

∫
d4x

(
ψ̄(x)− i

∫
d4y η̄(y)SF (x− y)

)
(iγµ∂µ −m)

(
ψ(x)− i

∫
d4y SF (x− y)η(y)

)

− i
∫
d4x

∫
d4y η̄(x)[−iSF (x− y)]η(y)

]
. (2.37)

Now we apply the change of variables defined by eq. (2.36) to the functional integral. Again,
this is just a constant shift, so that we obtain

Z[η̄, η] =
∫

[dψ̄′][dψ′] exp
[
i

∫
d4x ψ̄′(x)(iγµ∂µ −m)ψ′(x)

]

exp
[
−i
∫
d4x

∫
d4y η̄(x)[−iSF (x− y)]η(y)

]

= Z[0, 0] exp
[
−
∫
d4x

∫
d4y η̄(x)SF (x− y)η(y)

]
. (2.38)

Evaluating the derivatives in eq. (2.35) then yields for the correlation function,
〈
0
∣∣T ψ̄(x1)ψ(y1) · · · ψ̄(xn)ψ(yn)

∣∣ 0
〉

= (−1)n
∑

σ∈P2n

sgn(σ)SF (yσ(1) − xσ(2))
· · ·SF (yσ(2n−1) − xσ(2n))

(2.39)
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2 QCD in the continuum

This is Wick’s theorem for fermions [64, 66]. Here, the sign of the pairing σ is defined in
the following way: Since pairings that only differ in the order of the pairs are not counted as
different, summing over all such pairings of 2n numbers is equivalent to summing over the n!
permutations of n numbers (either the xs or the ys). The sign of σ is then defined as the sign
of this permutation [62].

2.4 Euclidean formulation
It turns out that it is difficult to give a satisfactory mathematical meaning to the path integral
which defines the transition amplitudes (cf., eq. (2.4)) and the expectation values of observables
(cf., eqs. (2.27) and (2.35)) [80]. This is due to the fact that the integral is complex and strongly
oscillating because of the complex weight eiS in the integrand. For a numerical treatment of the
theory this behavior is also highly problematic. It is therefore common to switch to a purely
imaginary time coordinate by performing a so-called Wick rotation [80],

x0 = −ix(E)
0 , xk = x

(E)
k , (2.40)

p0 = −ip(E)
0 , pk = p

(E)
k . (2.41)

This is illustrated in fig. 2.2. Here, the curved arrows indicate how the time-ordered correlation
functions of the Minkowski theory (defined on the real x0-axis) can be obtained from the Eu-
clidean correlation functions (defined on the imaginary x0-axis) [80]. The analytic continuation
of the Euclidean correlation functions back to Minkowski space is contingent upon a property
called reflection positivity [80, 81],
∑

n,m

∫
d4x

(E)
1 · · · d4x(E)

n d4y
(E)
1 · · · d4y(E)

m f∗
n(θx(E)

1 , . . . , θx(E)
n )fm(y(E)

1 , . . . , y(E)
m )

〈
0
∣∣∣ϕ(x(E)

1 ) · · ·ϕ(x(E)
n )ϕ(y(E)

1 ) · · ·ϕ(x(E)
m )

∣∣∣ 0
〉
≥ 0.
(2.42)

Here, the fn are arbitrary test functions which have support only in the positive-time, time-
ordered subset of n coordinates (0 < x

(E)
1,0 < · · · < x

(E)
n,0 < ∞). θ denotes Euclidean time

reflection, θ(x(E)
0 ,x(E)) = (−x(E)

0 ,x(E)). If the Euclidean correlation functions satisfy eq. (2.42)
(and a set of additional mathematical axioms), the Osterwalder-Schrader theorem states that
they can be analytically continued to Minkowski space, and that the resulting correlation
functions can be used to define a Quantum Field Theory [81, 82].

The space-time metric for the coordinates x
(E)
0 , . . . , x

(E)
3 is Euclidean, gµν = δµν . For

the covariant spatial components of the coordinate vectors, eq. (2.40) implies a sign change,
xk = −xk = −x(E)

k . Moreover, the zero-component of the Euclidean four-momentum vector
can no longer be interpreted as energy of the particle, but rather p(E)

0 = iEp. Derivatives need
to be rotated in the opposite direction,

∂0 = i∂
(E)
0 , ∂k = ∂

(E)
k . (2.43)

The expression for the Euclidean transition amplitude looks like

⟨ϕ2, τ2 |ϕ1, τ1⟩ =
∫

[dψ̄][dψ][dA] exp
(
−
∫ τ2

τ1

dτ

∫

R3
d3x(E) L(E)

QCD

)
, (2.44)

where τ = x
(E)
0 ∈ R. The weight factor is now given by the exponential of the Euclidean action

S(E) = −iS [80], the integral over Euclidean space-time of L(E) = −L.
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2.4 Euclidean formulation

Rex0

Rex(E)
0

Im x0

Figure 2.2: Illustration of the Wick rotation, indicated by curved arrows (adapted from Ref.
[80])

In order to derive an explicit expression for the Euclidean QCD Lagrangian, the transformation
of the Dirac matrices and the gauge fields under Wick rotation needs to be settled. The Euclidean
Dirac matrices need to fulfill

{
γ

(E)
µ , γ

(E)
ν

}
= 2δµν . This is satisfied by defining

γ0 = γ
(E)
0 , γk = −γk = −iγ(E)

k , (2.45)

while we set
γ

(E)
5 = γ

(E)
0 γ

(E)
1 γ

(E)
2 γ

(E)
3 = iγ0γ1γ2γ3 = γ5. (2.46)

These definitions imply that
(
γ

(E)
µ

)†
= γ

(E)
µ for µ = 0, 1, 2, 3, 5. For the derivative term in the

free Dirac Lagrangian, we obtain from eqs. (2.43) and (2.45),

iγµ∂µ = iγ0∂0 + iγk∂k = −γ(E)
0 ∂

(E)
0 − γ(E)

k ∂
(E)
k = −γ(E)

µ ∂(E)
µ . (2.47)

To derive the transformation of the gauge field, it is instructive to consider the infinitesimal
gauge transporter U(x+ϵn, x). According to eq. (2.13), demanding that U(x+ϵn, x) is invariant
under Wick rotation is equivalent to demanding that ϵnµAaµ(x) = Aaµ(x)dxµ is; considering
furthermore that

Aaµdx
µ = Aa0dx

0 +Aakdx
k = −iAa0dx(E)

0 +Aakdx
(E)
k (2.48)

leads to the conclusion that the Wick rotation of the gauge field must be

Aa0 = iA
a(E)
0 , Aak = A

a(E)
k . (2.49)

As we demand that the covariant derivative transforms in the same way under Wick rotation
as the partial derivative does, i.e., iγµDµ = −γ(E)

µ D
(E)
µ , we have to satisfy

iγ0D0 = iγ0(∂0 − igAa0T a) = −γ(E)
0

(
∂

(E)
0 − igAa(E)

0 T a
)

= −γ(E)
0 D

(E)
0 , (2.50)

iγkDk = iγk(∂k − igAakT a) = −γ(E)
k

(
∂

(E)
k − igAa(E)

k T a
)

= −γ(E)
k D

(E)
k . (2.51)

This means that we need to define D(E)
µ = ∂

(E)
µ − igAa(E)

µ T a, which has the same form as in
Minkowski space (cf., eq. (2.2)). For the transformation of the field strength tensor, one finds

13



2 QCD in the continuum

according to eq. (2.3),

F a0k = ∂0A
a
k − ∂kAa0 + gfabcAb0A

c
k = i∂

(E)
0 A

a(E)
k − i∂(E)

k A
a(E)
0 + igfabcA

b(E)
0 A

c(E)
k = iF

a(E)
0k ,

(2.52)

F ajk = ∂jA
a
k − ∂kAaj + gfabcAbjA

c
k = ∂

(E)
j A

a(E)
k − ∂kAa(E)

j + gfabcA
b(E)
j A

c(E)
k = F

a(E)
jk , (2.53)

if one defines the field strength tensor in Euclidean space to have the same form as in Minkowski
space (cf., eq. (2.3)). Analogously, one finds F a0k = −iF a(E)

0k and F ajk = F
a(E)
jk , while the

diagonal components of F aµν all vanish. This means that the product of two field strength tensors,
which appears in the QCD Lagrangian, is invariant under Wick rotation, F aµνF aµν = F

a(E)
µν F

a(E)
µν .

Noting furthermore that ψ̄ = ψ†γ0 = ψ†γ
(E)
0 = ψ̄(E), the Euclidean QCD Lagrangian reads

[83]

L(E)
QCD = −LQCD =

Nf∑

f=1
ψ̄f(E)

(
γ(E)
µ D(E)

µ +mf
)
ψf (x) + 1

4F
a(E)
µν F a(E)

µν . (2.54)

Another major advantage of the Euclidean formulation of Quantum Field Theories, in
addition to the benefits outlined at the beginning of this section, is that it exhibits a structural
equivalence with statistical mechanics [64, 66, 83]. The canonical partition function of a
quantum statistical system has the form [66, 83]

Z(β) = tr e−βH , (2.55)

where H is the Hamiltonian of the system and β = 1/T the inverse temperature. This has a
striking similarity with the path integral in eq. (2.44), if one makes the formal identification
βH ↔ S(E) and imposes (anti-)periodic boundary conditions on the paths [66, 83]. Pursuing
this formal identification, one arrives at the expression for the partition function of a thermal
Euclidean Quantum Field Theory [66],

Z(β) =
∫

[dϕ] exp
(
−S(E)[ϕ]

)
, S(E)[ϕ] =

∫ β/2

−β/2
dτ

∫

R3
d3x(E) L(E)[ϕ], (2.56)

with periodic (antiperiodic) boundary conditions in Euclidean time on the bosonic (fermionic)
field ϕ [83].

In this thesis, we are only interested in the zero-temperature properties of QCD. The
corresponding partition function relevant for the computation of vacuum expectation values
can be recovered from eq. (2.56) by taking the limit β →∞ [83],

ZQCD =
∫

[dψ̄][dψ][dA] exp
(
−S(E)

QCD

)
, S

(E)
QCD =

∫ ∞

−∞
dτ

∫

R3
d3x(E) L(E)

QCD. (2.57)

Moreover, we will omit the superscripts (E) in the following, so that all quantities are implicitly
Euclidean, unless otherwise stated.
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3 QCD on the lattice

The Euclidean formulation of QCD cures the problem of having an imaginary exponent in the
integrand as long as the Euclidean action SQCD is real. The path integral in eq. (2.57), however,
is still an infinite-dimensional integral. Therefore, one introduces a hypercubic lattice with a
lattice spacing a,

Λ = { x = a(n0, n1, n2, n3) | n0 = 0, 1, . . . , Nτ − 1; n1,2,3 = 0, 1, . . . , Ns − 1 } , (3.1)

to replace space-time. The spatial extent of the lattice is given by L = aNs and the temporal
extent by T = aNτ . Hence, the lattice consists of a total of N3

sNτ points.
The introduction of a finite lattice spacing a has two major advantages: On the one hand, the

number of dimensions in the path integral of eq. (2.57) becomes finite, making it mathematically
well-defined and numerically computable. On the other hand, the lattice provides a natural
UV-regulator for the Quantum Field Theory by introducing a momentum cut-off 2π/a, while
preserving gauge invariance [80].

In order to extrapolate results computed on a finite lattice to the physically relevant ones,
it is useful to distinguish two different limiting procedures: For the infinite-volume limit, one
keeps the lattice spacing a fixed while taking Ns and thus L = aNs to infinity. In this limit,
the allowed momenta become continuous, but the cut-off remains intact. For the continuum
limit, one keeps the physical volume L = aNs fixed by simultaneously sending Ns →∞ and
a→ 0, so that the momenta remain discrete, but the cut-off is removed. In order to suppress
finite-temperature effects, the temporal extent T = aNτ also needs to be large, regardless of
the lattice spacing, as indicated by the boundaries of the τ -integral in eq. (2.57).

Another important point concerns the correct boundary conditions. For bosonic fields, the
appropriate boundary conditions are periodic in all directions. For fermions, as has already
been mentioned in section 2.4, the boundary conditions have to be chosen antiperiodic in time
and periodic in space [80].

In the following, we will discuss the lattice discretization of the QCD action and the pertinent
operators as well as methods for the numerical evaluation of the discretized path integral. Parts
of the present chapter are inspired by the PhD theses [67, 68, 84].

3.1 Discretizing the Euclidean QCD action
The first critical step towards applying the lattice method to QCD is to find a suitable
discretization of the QCD action defined by the Lagrangian in eq. (2.54). We will start the
discussion with the gauge part in section 3.1.1, as this is relatively straightforward, and deal
with the somewhat more involved introduction of fermion degrees of freedom in section 3.1.2.

3.1.1 The gauge action
For the transcription of the concept of a gauge field to a discrete lattice, it is useful to consider
the gauge transporter introduced in eq. (2.12). On a lattice with shortest distance a, the
elementary gauge transporters are associated with the links connecting nearest neighboring
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3 QCD on the lattice

points x and x+aµ̂. Following eq. (2.13), we introduce the lattice gauge field Aaµ(x) by defining
the gauge transporter corresponding to the aforementioned link [80]1,

Uµ(x) = e−igaAa
µ(x)Ta ∈ SU(3). (3.2)

Here, the path-ordered integral over AaµT a along the path from x to x+aµ̂ has been approximated
by aAaµ(x)T a, meaning that the lattice gauge field Aaµ is only equal to the continuum gauge
field Aaµ up to lattice artefacts of O(a2) [83]. This is the reason why the gauge fields need
to be formulated on the lattice in terms of SU(3) group elements instead of elements of the
corresponding algebra as in the continuum: simply defining a covariant derivative analogously
to eq. (2.2) would lead to violations of gauge invariance in higher orders of the lattice spacing
[85]. Analogously to eq. (3.2), we define the gauge transporter from point x to x− aµ̂,

U−µ(x) = U †
µ(x− aµ̂) = eigaAa

µ(x−aµ̂)Ta
. (3.3)

Since the Lagrangian needs to be gauge invariant, it has to be constructed from gauge-
invariant quantities built from the gauge links defined above. The simplest one is, according to
eq. (2.12), a trace over a closed loop of gauge links.

Wilson gauge action

The action proposed by Wilson [73] for lattice gauge theory only depends on the shortest,
non-trivial closed loop of gauge links, the so-called plaquette (cf., fig. 3.1),

Up = Uµν(x) = Uµ(x)Uν(x+ aµ̂)U−µ(x+ aµ̂+ aν̂)U−ν(x+ aν̂)
= Uµ(x)Uν(x+ aµ̂)U †

µ(x+ aν̂)U †
ν (x). (3.4)

The Wilson gauge action is now given by a sum over all plaquettes, including every plaquette
with only one orientation [83],

SG,W [U ] = 2
g2

∑

p

Re tr(1− Up) = β

3
∑

x∈Λ

∑

µ<ν

Re tr[1− Uµν(x)]. (3.5)

Here, the inverse lattice coupling β = 6/g2 has been introduced. This action is by construction
gauge invariant, real and positive [80].

In order to prove that in the naive continuum limit a→ 0, the Wilson gauge action eq. (3.5)
converges to the gauge part of the Euclidean continuum QCD action defined by the second
term in eq. (2.54), we need to expand the gauge links Uµ(x) in terms of the lattice gauge fields
Aaµ(x) as given in eq. (3.2). Thus, the plaquette takes the form of a product of exponentials of
matrices, to which we apply the Baker-Campbell-Hausdorff formula [85],

exp(ϵA) exp(ϵB) = exp
{
ϵA+ ϵB + ϵ2

2 [A,B] + ϵ3

12([A, [A,B]] + [B, [B,A]])

− ϵ4

24[B, [A, [A,B]]] +O(ϵ5)
}
, (3.6)

where A and B are arbitrary matrices. By applying eq. (3.6) iteratively to eq. (3.4) and
expanding Aaν(x+ aµ̂) = Aaν(x) + a∂µA

a
ν(x) + a2∂2

µA
a
ν(x) + a3∂3

µA
a
ν(x) +O(a4), one obtains an

expression of the form [85]

Uµν(x) = exp
[
iga2Faµν(x)T a + a3E(3)

µν (x) + a4E(4)
µν (x) +O(a5)

]
, (3.7)

1Note that Uµ(x) corresponds to U(x, x + aµ̂), not U(x + aµ̂, x), therefore the change of sign compared to
eq. (2.13).
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x x+ aµ̂

x+ aµ̂+ aν̂x+ aν̂

Uµ(x)

Uν(x+ aµ̂)

Uµ(x+ aν̂)

Uν(x)

Figure 3.1: The four gauge links which build up the plaquette Uµν(x). The circle indicates the
order that the links are run through in the plaquette [83].

where the terms labelled E
(3,4)
µν (x) are antisymmetric in µ and ν, i.e., E(3,4)

µν (x) = −E(3,4)
νµ (x)

[85], and Faµν(x) is the field strength tensor built like in eq. (2.3), but from the lattice gauge
fields A. Noting that Uµν(x) ∈ SU(3), we have that

tr[Uµν(x)]∗ = tr[U †
µν(x)] = tr[Uνµ(x)]. (3.8)

In an expansion of the exponential in eq. (3.7) for small a, the terms involving E(3,4)
µν (x) thus

do not contribute to the real part of its trace [85],

Re tr[E(3,4)
µν (x)] = 1

2

{
tr[E(3,4)

µν (x)] + tr[E(3,4)
µν (x)]∗

}
= 1

2

{
tr[E(3,4)

µν (x)] + tr[E(3,4)
νµ (x)]

}
= 0.

(3.9)
For the Wilson gauge action, we hence obtain

SG,W [U ] = β

3
∑

x∈Λ

∑

µ<ν

Re tr[1− Uµν(x)]

= β

3
∑

x∈Λ

∑

µ<ν

Re tr
[
−
✘✘✘✘✘✘✘
iga2Faµν(x)T a −✘✘✘✘✘a3E(3)

µν (x)−✘✘✘✘✘a4E(4)
µν (x)

+ 1
2g

2a4Faµν(x)F bµν(x)T aT b +O(a5)
]

= a4

2
∑

x∈Λ

∑

µ<ν

Faµν(x)Faµν(x) +O(a5) = a4

4
∑

x∈Λ

∑

µ,ν

F aµν(x)F aµν(x) +O(a5), (3.10)

where in the second line, the first term cancels because tr(T a) = 0 and the two following ones
according to eq. (3.9). In the last step, we have made use of the fact that the lattice field
strength tensor is equal to the continuum one up to corrections of O(a2).2 Equation (3.10)
clearly suggests that

lim
a→0

SG,W [U ] = 1
4

∫
d4xF aµν(x)F aµν(x) = SG[A]. (3.11)

This is the naive or classical continuum limit in contradistinction to the continuum limit of the
quantized theory [73, 83].

2Note that such corrections to the first term in the second line of eq. (3.10) are proportional to T a and thus
vanish upon taking the trace.
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Lüscher-Weisz gauge action

Performing the full continuum limit on the other hand is a very non-trivial task involving a
series of simulations with increasingly smaller lattice spacings and an increasingly larger number
of lattice points, as was mentioned at the beginning of this chapter. In order to facilitate this
undertaking, one can try to find discretized actions which reduce the discretization error and
thus speed up the approach to the continuum limit. A systematic approach to this is offered by
the Symanzik improvement program [86, 87].

Starting from a simple, discretized version of the action, such as the Wilson gauge action in
eq. (3.5), one collects a set of irrelevant terms which have the same symmetries as the original
action (i.e., invariance under gauge transformations, parity, and π/2 rotations [88]), ordered by
their classical (inverse mass) dimension [89].3 The plaquette term, from which the Wilson gauge
action is built, is of dimension 4, as has been worked out in eq. (3.10). Since terms with an
odd dimension are not allowed by the above symmetry constraints [89], the lowest-dimensional
terms of interest are of dimension 6, i.e., they contribute at O(a2). As an incidental observation,
this implies that discretization errors to the Wilson gauge action are only of O(a2) [83]. One
finds that there are three independent dimension-6 terms which satisfy the above symmetry
constraints [88], so that the improved action can be written in the form [89]

SG,LW [U ] = β

3

3∑

i=0
ci(g2)

∑

C∈Si

Re tr(1− UC). (3.12)

Here, the Sis denote sets of closed loops of gauge links C with different geometries (cf.,
fig. 3.2), and UC the ordered product of the gauge links along C. Analogously to what has
been demonstrated for the Wilson gauge action above, one can work out the classical small-a
expansion of the additional terms with i = 1, 2, 3 in eq. (3.12). It turns out that the plaquette
term needs to be subtracted with appropriate integer prefactors (the ones also appearing in
eq. (3.13) below) from the remaining three terms in order to obtain pure dimension-6 terms.
The resulting terms span a basis of all dimension-6 terms (up to total derivatives) fulfilling the
above symmetry constraints [89].

In order to determine the coefficients ci(g2) in eq. (3.12), one has to specify an improvement
condition. An improvement condition is a statement about which quantities are to be improved.
In the following, we will adopt the on-shell improvement condition from Ref. [89], which demands
that the scaling violations near the continuum limit are of O(a4) for all spectral quantities, i.e.,
low-lying energy values of the system. Fixing (without loss of generality) the normalization
convention

c0(g2) + 8c1(g2) + 8c2(g2) + 16c3(g2) = 1, (3.13)
it has been found in Ref. [89] that to tree level in perturbation theory in g2, all O(a2)-artefacts
are removed from spectral quantities if the following two conditions are fulfilled,

c1(0)− c2(0)− c3(0) = − 1
12 , c2(0) = 0. (3.14)

This means that one coefficient, e.g., c3(0), remains a free parameter which is only restricted by
the requirement that the resulting action is positive. One allowed possibility which has the
additional advantage that not only spectral quantities, but also many others, get improved at
tree level is c3(0) = 0 [89].4 This choice obviously implies c0(0) = 5/3 and c1(0) = −1/12; this is
also the convention used for the (2 + 1)-flavor CLS simulations [90] (cf., chapter 4).

3The classical dimension of a local lattice operator is defined as the smallest power of a appearing in its classical
small-a expansion [89].

4One can even choose c3(g2) = 0 to all orders in perturbation theory [89].
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(a) S0 (plaquette) (b) S1 (rectangle)

(c) S2 (non-planar parallelogram) (d) S3 (non-planar bent rectangle)

Figure 3.2: Sets Si of elementary loops C occurring in the improved action eq. (3.12) [89]

3.1.2 Fermions on the lattice
Naive fermion action and doubling of fermion species

In order to construct a lattice action for the fermions, one needs to find a suitably discretized
version of the Euclidean continuum fermion action defined by the first term in eq. (2.54). The
space-time integral is replaced by a sum over the lattice,

∫
d4x→ a4∑

x∈Λ, analogously to the
gauge action. For the partial derivative, we start with the symmetric finite-difference formula,

∂µψ(x) = 1
2a(ψ(x+ aµ̂)− ψ(x− aµ̂)) +O(a2). (3.15)

To make this expression gauge invariant, we need to ensure that the terms involving fields
located at x±aµ̂ transform in the same way under gauge transformations as ψ(x). Analogously
to the continuum case discussed in section 2.2, this proceeds by multiplying the respective fields
with the appropriate gauge transporters,

SF,naive[ψ̄, ψ, U ] =
Nf∑

f=1
a4
∑

x∈Λ
ψ̄f (x)

[∑

µ

γµ
1
2a(Uµ(x)ψf (x+ aµ̂)− U−µ(x)ψf (x− aµ̂))

+mfψf (x)
]
. (3.16)

This is the so-called naive fermion action [83]. By multiplying the gauge links with the fermion
fields, we have already introduced an interaction between them. Thus, on the lattice the gauge
link plays a similar role as the covariant derivative does in the continuum. This connection can
be made more explicit by expanding eqs. (3.2) and (3.3) for small a [83],

Uµ(x) = 1− igaAaµ(x)T a +O(a2) = 1− igaAaµ(x)T a +O(a2), (3.17)
U−µ(x) = 1 + igaAaµ(x− aµ̂)T a +O(a2) = 1 + igaAaµ(x− aµ̂)T a +O(a2). (3.18)
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Inserting these relations into eq. (3.16), we find

SF,naive[ψ̄, ψ, U ] =
Nf∑

f=1
a4
∑

x∈Λ
ψ̄f (x)

{∑

µ

γµ

[
1
2a(ψf (x+ aµ̂)− ψf (x− aµ̂))

− ig

2 (Aaµ(x)T aψf (x+ aµ̂) +Aaµ(x− aµ̂)T aψf (x− aµ̂))
]

+O(a) +mfψf (x)
}

=
Nf∑

f=1
a4
∑

x∈Λ
ψ̄f (x)

[∑

µ

γµ(∂µψf (x)− igAaµ(x)T aψf (x)) +mfψf (x) +O(a)
]
,

(3.19)

where in the last step we have used that ψf (x ± aµ̂) = ψf (x) + O(a) and Aaµ(x − aµ̂) =
Aaµ(x) +O(a). We have thus established that

lim
a→0

SF,naive[ψ̄, ψ, U ] =
Nf∑

f=1

∫
d4x ψ̄f (x)(γµDµ +mf )ψf (x) = SF [ψ̄, ψ,A], (3.20)

i.e., that the naive fermion action has the correct classical continuum limit.
Nevertheless, the question remains whether the naive fermion action also describes the correct

quantum physics on the lattice. In order to shed more light onto the situation, we derive the
fermion propagator and analyze its pole structure which determines the particle content of the
theory. To that end, we first need to rewrite the naive fermion action in a quadratic form [83],

SF,naive[ψ̄, ψ, U ] =
Nf∑

f=1
a4
∑

x,y∈Λ
ψ̄f (x)Qfnaive[U ](x, y)ψf (y), (3.21)

where the naive Dirac operator is given by [83]

Qfnaive[U ](x, y) =
∑

µ

γµ
1
2a(Uµ(x)δx+aµ̂,y − U−µ(x)δx−aµ̂,y) +mfδx,y. (3.22)

In the following, we focus on the case of free fermions, i.e., trivial gauge fields Uµ(x) = 1. The
subsequent analysis is most easily performed in momentum space, so that we apply a Fourier
transformation to the Dirac operator [83],

Q̃fnaive,free(p, q) = 1
N3
sNτ

∑

x,y∈Λ
e−ip·xQfnaive,free(x, y)eiq·y

= 1
N3
sNτ

∑

x∈Λ
e−i(p−q)·x

[∑

µ

γµ
1
2a(eiqµa − e−iqµa) +mf

]

= δp,qQ̃
f
naive,free(p). (3.23)

The Fourier transform of the naive free lattice Dirac operator is hence defined by [83]

Q̃fnaive,free(p) = mf + i

a

∑

µ

γµ sin(pµa), (3.24)
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and the corresponding propagator is given by its inverse [83],

(
Q̃fnaive,free(p)

)−1
=
mf − ia−1∑

µ γµ sin(pµa)
(mf )2 + a−2∑

µ sin2(pµa) . (3.25)

This expression can easily be verified by multiplying both sides with Q̃fnaive,free(p) as given in
eq. (3.24) and considering that {γµ, γν} = 2δµν .

In the preceding relations, the allowed momenta pµ are elements of the dual lattice [83]

Λ̃ =
{
p = (p0, p1, p2, p3)

∣∣∣∣ pµ = 2π
aNµ

(kµ + θµ), kµ = −Nµ

2 + 1,−Nµ

2 + 2, . . . , Nµ

2

}
, (3.26)

where N0 = Nτ and Nj = Ns for j = 1, 2, 3. The boundary phase θµ is defined by the boundary
conditions in direction µ [83],

f(x+ aNµµ̂) = ei2πθµf(x), (3.27)

so that θµ = 0 for periodic and θµ = 1/2 for antiperiodic boundary conditions. As mentioned at
the beginning of this chapter, for fermions one has θ0 = 1/2 and θj = 0. The boundary phase θµ
needs to be included in the definition of the lattice momenta in eq. (3.26) so that the plane
waves given by exp(ip · x) also satisfy the boundary conditions eq. (3.27) [83].

Since the denominator of eq. (3.25) is periodic in pµa with period π, the naive free fermion
propagator has 24 = 16 poles within the Brillouin zone defined by eq. (3.26), one for each
equivalent corner of the Brillouin zone. Because physical states correspond to poles of the
propagator, this implies that the naive fermion action describes the propagation of 16 fermions.
Compared to the situation in the continuum, where there is only one pole, we have thus
identified 15 additional, unphysical poles, the so-called doublers. In an interacting theory, even
if the external particles in some process correspond to the desired state at the 0-corner of the
Brillouin zone, the doublers can appear in virtual loops and thus influence the physics [80].
This clearly means that the doublers need to be removed in order to obtain a reasonable lattice
theory of fermions.

Wilson fermion action

A possible solution to the aforementioned doubling problem has been suggested by Wilson
[91]. It consists in adding an extra term to the Dirac operator, so that, in the free case, the
momentum-space Dirac operator reads [83]

Q̃fW,free(p) = mf + i

a

∑

µ

γµ sin(pµa) + 1
a

∑

µ

(1− cos(pµa)). (3.28)

The extra term, the so-called Wilson term, acts like an additional mass term for the doublers.
For lattice momentum k = a(p+ qπ) with

qπ ∈ { (0, 0, 0, 0), (π/a, 0, 0, 0), (0, π/a, 0, 0), . . . , (π/a, π/a, π/a, π/a) } , (3.29)

the total mass is given by m + 2nπ/a, where nπ is the number of components of qπ equal to
π/a. This shows that in the continuum limit a→ 0, the doublers, i.e., the states with nπ ̸= 0,
become infinitely heavy and decouple from the theory [80, 83].

21



3 QCD on the lattice

The Wilson Dirac operator in position space can be obtained from eq. (3.28) by Fourier
transformation,

QfW,free(x, y) = 1
N3
sNτ

∑

p∈Λ̃

Q̃fW,free(p)e
ip·(x−y)

= mfδx,y + 1
aN3

sNτ

∑

p∈Λ̃

∑

µ

(1− cos(pµa) + iγµ sin(pµa))eip·(x−y)

= mfδx,y + 1
aN3

sNτ

∑

p∈Λ̃

∑

µ

[
1− 1

2(eipµa + e−ipµa) + 1
2γµ(eipµa − e−ipµa)

]
eip·(x−y)

= mfδx,y + 1
aN3

sNτ

∑

p∈Λ̃

∑

µ

(
eip·(x−y) − 1

2e
ip·(x−y+aµ̂) − 1

2e
ip·(x−y−aµ̂)

+ 1
2γµe

ip·(x−y+aµ̂) − 1
2γµe

ip·(x−y−aµ̂)
)

=
(
mf + 4

a

)
δx,y −

1
2a
∑

µ

[(1− γµ)δx+aµ̂,y + (1 + γµ)δx−aµ̂,y]. (3.30)

This is the expression for the free theory. In order to obtain the corresponding Dirac operator
for the interacting theory, one has to make eq. (3.30) gauge invariant by multiplying with the
appropriate gauge links analogously to eq. (3.22) [83],

QfW [U ](x, y) =
(
mf + 4

a

)
δx,y−

1
2a
∑

µ

[(1−γµ)Uµ(x)δx+aµ̂,y+(1+γµ)U−µ(x)δx−aµ̂,y]. (3.31)

By comparing eqs. (3.22) and (3.31), one finds that the Wilson term in position space is given
by [83]

QfW [U ](x, y)−Qfnaive[U ](x, y) = 4
a
δx,y −

1
2a
∑

µ

(Uµ(x)δx+aµ̂,y + U−µ(x)δx−aµ̂,y)

= −a2
∑

µ

1
a2 (Uµ(x)δx+aµ̂,y − 2δx,y + U−µ(x)δx−aµ̂,y), (3.32)

i.e., by the gauge-invariant discretization of −a/2∂µ∂µ. The prefactor a means that this term
vanishes in the classical continuum limit; its role is to suppress the doublers appearing in the
quantum theory, as discussed above.

One particular downside of the introduction of the Wilson term is that it breaks chiral
symmetry explicitly at any finite lattice spacing, even in the limit of massless quarks. This is
due to the 4/aδx,y-term in eq. (3.31), which introduces a “mass-like” ψ̄(x)ψ(x) term into the
action, which obviously breaks chiral symmetry, as discussed in section 2.2. More generally, the
no-go theorem of Nielsen and Ninomiya [92–94] states that it is impossible to solve the fermion
doubling problem in a way that preserves chiral symmetry in the strict continuum sense.

O(a)-improved Wilson fermion action

As has been worked out with the classical small-a expansion of the naive fermion action in
eq. (3.19), lattice artefacts to the fermion action start at O(a). The Wilson term in eq. (3.32)
adds another, albeit necessary, O(a) contribution. In order to improve the approach to the
continuum limit, one can implement the Symanzik improvement program [86, 87] which has
already been lined out above for the gauge action. To recapitulate, we need to find all terms of
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the next-higher dimension, i.e., dimension 5, which have the same symmetries as the Wilson
fermion action.

It has been shown in Refs. [95, 96] that, in the continuum, the most general dimension-5
contribution to the Lagrangian allowed by the pertinent symmetries (i.e., invariance under
gauge transformations, parity, π/2 rotations and charge conjugation) can (up to total derivatives)
be written as a linear combination of the following terms,5

L(5)
1 = ψ̄(x)σµνFµν(x)ψ(x), (3.33)

L(5)
2 = ψ̄(x)D⃗µ(x)D⃗µ(x)ψ(x) + ψ̄(x) ⃗Dµ(x) ⃗Dµ(x)ψ(x), (3.34)

L(5)
3 = m tr[Fµν(x)Fµν(x)], (3.35)

L(5)
4 = m[ψ̄(x)γµD⃗µ(x)ψ(x)− ψ̄(x)γµ ⃗Dµ(x)ψ(x)], (3.36)

L(5)
5 = m2ψ̄(x)ψ(x), (3.37)

where the left action of the covariant derivative is defined as ⃗Dµ(x) = ⃗∂µ + igAaµ(x)T a, and
σµν = 1/2[γµ, γν ]. Barring contact terms, the field equations of the continuum theory can be
employed to derive two linear relations between the terms L(5)

1 , L(5)
2 , L(5)

4 and L(5)
5 [96]. These

allow us to eliminate L(5)
2 and L(5)

4 from our list. We also note that L(5)
2 is the Lagrangian

corresponding to the Wilson term of eq. (3.32), an interesting connection which has been
explored in more detail in Ref. [95]. Furthermore, one notices that a lattice discretization of
the term L(5)

3 is already part of the Wilson gauge action, while L(5)
5 is just the mass term

appearing in the original fermion action. These two counterterms can thus be accounted for by
a renormalization of the bare coupling g and the bare mass m [96]. We will come back to this
issue in section 4.3.

The only term one is left with is hence L(5)
1 , leading to an O(a)-improved lattice action of

the form [95, 96]

SF,SW [ψ̄, ψ, U ] = SF,Wilson[ψ̄, ψ, U ] +
Nf∑

f=1
a5cSW (g2)

∑

x∈Λ

∑

µ<ν

ψ̄f (x)1
2σµνF̂µν(x)ψf (x), (3.38)

where F̂µν is a lattice discretization of the field strength tensor Fµν . This is not unique, but
conventionally chosen as [96]

F̂µν(x) = − 1
8a2 (Qµν(x)−Qνµ(x)), (3.39)

Qµν(x) = Uµ,ν(x) + Uν,−µ(x) + U−µ,−ν(x) + U−ν,µ(x), (3.40)

with the plaquettes defined as in eq. (3.4). The four terms in eq. (3.40) correspond to the
four plaquettes shown in fig. 3.3, which give the figure the shape of a four-leaf clover. For this
reason, the additional term in eq. (3.38) is known as the Sheikholeslami-Wohlert or Clover term
[83]. The coefficient cSW multiplying this term is a function of the bare coupling g. For on-shell
improvement, it must be chosen so that the O(a) lattice artefacts in all on-shell, i.e., spectral,
quantities cancel. In Ref. [95] it has been shown by means of a classical small-a expansion
that cSW (0) = 1 to tree level in perturbation theory, while in Refs. [96, 97] a strategy for the
non-perturbative determination has been developed.

5For convenience of notation, we have dropped the flavor index f here.
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µ̂

ν̂

Figure 3.3: Graphical representation of the sum Qµν of plaquettes contributing to the lattice
discretization of the field strength tensor eq. (3.39) [83, 96]

3.2 The path integral in Lattice QCD
With a suitably discretized version of the QCD action at hand, we can start thinking about the
evaluation of observables in Lattice QCD. Expectation values are formally given in terms of
the path integral [80]

⟨O⟩ = 1
ZLQCD

∫
[dψ̄][dψ][dU ] e−SLQCD[ψ̄,ψ,U ]O[ψ̄, ψ, U ], (3.41)

ZLQCD =
∫

[dψ̄][dψ][dU ] e−SLQCD[ψ̄,ψ,U ], (3.42)

where, in our case, SLQCD = SG,LW + SF,SW with the Lüscher-Weisz gauge action and the
Wilson-Clover fermion action according to eqs. (3.12) and (3.38), respectively. The gauge links
U are SU(3)-matrices, and their path-integral measure is defined as

∫
[dU ] =

∏

x∈Λ

∏

µ

∫
dUµ(x), (3.43)

where the individual measures for the integration over the link variables dUµ(x) are given by
the invariant group measure or Haar measure [83].

3.2.1 Pseudofermions
The fermion fields, on the other hand, are formulated in terms of anticommuting Grassmann
numbers. A direct implementation is in principle possible, for example by using a so-called
polymer representation [80]. Due to the Pauli principle, however, the corresponding contributions
have oscillating signs, hindering the numerical evaluation of the path integral in eq. (3.41) by
the methods to be developed in the subsequent sections.

Therefore, a more promising approach consists in evaluating the path integral over the
fermion fields analytically and only numerically integrating the resulting effective bosonic theory.
In (Lattice) QCD, this is possible because the fermion action is quadratic in the fields. For
observables depending only on the gauge fields, the path integral for the fermions is thus
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Gaussian [80],6

⟨O⟩ = 1
ZLQCD

∫
[dU ] exp(−SG,LW [U ])O[U ]

Nf∏

f=1

∫
[dψ̄f ][dψf ] exp


−

∑

x,y∈Λ
ψ̄f (x)QfSW [U ](x, y)ψf (y)




= 1
ZLQCD

∫
[dU ] exp(−SG,LW [U ])O[U ]

Nf∏

f=1
det(QfSW [U ])

= 1
ZLQCD

∫
[dU ] exp(−Seff [U ])O[U ]. (3.44)

Here, we have introduced the effective action Seff [U ] = SG,LW [U ] − ∑Nf

f=1 ln detQfSW [U ].
Equation (3.44) shows how expectation values in a joint fermion-boson theory can be evaluated
in terms of an effective, purely bosonic theory.

For a meaningful numerical treatment, the effective action needs to be real and positive.
This is only guaranteed if the determinant of the Dirac operator is positive. The Wilson-Clover
Dirac operator satisfies γ5-hermiticity [80], so that its determinant is real,

det(Q)∗ = det(Q†) = det(γ5Qγ5) = det(Q). (3.45)

Positivity, however, is not in general fulfilled. One possibility is to consider two exactly
degenerate quark flavors. This is for example a good approximation for the two light quark
flavors u and d. Then eq. (3.44) contains the product of two identical fermion determinants,
which is obviously non-negative.

According to eq. (3.44), everything that needs to be computed for the fermions in order to
evaluate expectation values of observables depending only on the gauge fields is, in principle,
the determinant of the Dirac operator. On the lattice, this is a matrix with 12N3

sNτ × 12N3
sNτ

entries, a huge number even for lattices of a moderate size. Combined with the fact that its
determinant is highly non-local [80], this renders an exact evaluation of the latter prohibitively
expensive. A possible solution consists in the introduction of an auxiliary complex scalar, i.e.,
bosonic, field ϕαk(x) for each position x, Dirac index α and color index k [98]. Defining the
path-integral measure for these so-called pseudofermions as

∫
[dϕ] =

∏

x,α,k

π−1
∫ ∞

−∞
dReϕαk(x)

∫ ∞

−∞
d Imϕαk(x), (3.46)

one arrives at the following expression for the product of the fermion determinants of two
degenerate flavors [98],

det(QQ†) =
∫

[dϕ] exp[−ϕ†(QQ†)−1ϕ]. (3.47)

To summarize, for observables depending only on the gauge fields, we can replace the path
integral over the fermions by an integral over effective bosonic degrees of freedom [98],

⟨O⟩ = 1
ZLQCD

∫
[dψ̄][dψ][dU ] e−SG[U ]−SF [ψ̄,ψ,U ]O[U ] = 1

ZLQCD

∫
[dU ][dϕ] e−SG[U ]−Sϕ[ϕ,U ]O[U ],

(3.48)
6Note that we have rescaled the fermion fields by a factor of a2 in order to remove the a4 prefactor in the

exponent originating from the sum over the lattice. This does not affect expectation values if it is done
consistently in both the numerator and the denominator (the partition function).
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where Sϕ = ϕ†(QQ†)−1ϕ. Since the pseudofermion fields appear by construction only in Sϕ,
our strategy will be to evaluate the path integral over the pseudofermions (i.e., the fermion
determinant) for fixed gauge fields, and then to integrate over the gauge fields using the
appropriate effective action Seff [U ] = SG[U ]− ln

∫
[dϕ] exp(−Sϕ[ϕ,U ]).

For observables depending also on the fermion fields, one can apply Wick’s theorem (cf.,
eq. (2.39)) to express their expectation values in terms of propagators, i.e., inverses of the
Dirac operator [80]. Therefore, it is also in this more general case possible to arrive at an
expression involving a path integral only over the gauge links (cf., eq. (5.31)). Methods for the
efficient estimation of the inverse of the Dirac operator will be covered later in the context of
calculations of nucleon matrix elements (cf., section 5.2).

3.2.2 The Monte-Carlo method
The path integral in eq. (3.44) is, on the lattice, a finite-dimensional integral, making it in
principle amenable to a numerical evaluation. However, the number of dimensions is extremely
large, even for moderately large lattices. The only way to evaluate such an expression is
by Monte-Carlo integration. Here, one replaces the integral by an average of the observable
evaluated on N sample configurations of the gauge fields [83],

⟨O⟩ ≈ Ô = 1
N

N∑

n=1
O[Un], (3.49)

which is an estimator for the true mean value. Already for more than three dimensions, this
method becomes more efficient than the usual numerical quadrature algorithms [83]. Moreover,
it can be shown that the error to eq. (3.49) behaves like O(N−1/2) [83], so that for e.g., halving
the error, the statistics needs to be quadrupled. This statement is of course only strictly true if
the samples [Un] are uncorrelated, which they are in practice not, as we shall see in the next
subsection.

The simplest approach to evaluating eq. (3.49) would be to generate N configurations [Un]
randomly in the space of gauge field variables. This would, however, be very inefficient because
the path integral in eq. (3.44) is, for sufficiently large lattices, sharply peaked at some specific
configurations, namely those which minimize the action [80]. A more efficient Monte-Carlo
integration thus samples configurations according to their weight in the integrand exp(−Seff [U ]).
In order to apply this so-called importance sampling, it is useful to introduce the concept of
an ensemble in analogy to statistical mechanics: an ensemble consists of a (in theory infinite,
in practice finite) number of field configurations at the same macroscopic physics parameters,
following a density P [U ] ∝ exp(−Seff [U ]). Note that the interpretation of exp(−Seff [U ]) as
a probability density is only possible if the effective action is real and positive, as already
mentioned in the previous subsection.

Using importance sampling ensures that no computing time is wasted on configurations which
have only a negligible contribution, and that a reasonably small number of samples is sufficient
for a reliable estimation of the path integral. Far away from phase transitions, usually several
hundred to a few thousand configurations are employed (cf., section 4.5).

3.2.3 Markov chains
The remaining problem consists in finding N configurations [Un] which follow the probability
distribution

dP [U ] = 1
ZLQCD

e−Seff [U ][dU ]. (3.50)
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The idea is to start from some arbitrary configuration and then to construct a stochastic
sequence of configurations which eventually follows the desired equilibrium distribution [83].
For this purpose, an updating algorithm is needed which generates from one configuration [U ]
the next one [U ′] according to a transition probability T ([U ′]← [U ]). The update step thus
changes the probability distribution from W [U ] to

W ′[U ′] =
∑

[U ]

T ([U ′]← [U ])W [U ]. (3.51)

The transition probability needs to fulfill the normalization condition
∑

[U ′]

T ([U ′]← [U ]) = 1 (3.52)

as well as T ([U ′] ← [U ]) > 0 ∀[U ], [U ′]. The latter is called strong ergodicity because it
means that every configuration can be reached with a finite probability from any other one.
A stochastic process satisfying these two conditions is called a Markov process, and the
corresponding sequence of configurations a Markov chain [80].

One more important property that our Markov chains will need to fulfill is global balance. It
means that, once the equilibrium distribution from eq. (3.50) is reached, the probability to step
into some configuration [U ′] must be the same as to step out of it [83],

∑

[U ]

T ([U ′]← [U ])P [U ] =
∑

[U ]

T ([U ]← [U ′])P [U ′]. (3.53)

Using the normalization condition eq. (3.52), the right-hand side of eq. (3.53) simply becomes
P [U ′], so that global balance is equivalent to demanding that the equilibrium distribution is
a fixed point of the Markov process. This also implies that if one starts with an arbitrary
probability distribution which has a non-zero overlap with the equilibrium distribution, the
Markov process will converge to the equilibrium distribution [80].

Markov chains provide us with a convenient way to sample configurations from in principle
arbitrarily complicated probability distributions. The downside of this method is, however, that
subsequent configurations are not statistically independent. The updating process introduces a
finite autocorrelation among the sequence of configurations it generates, which must be taken
into account in the error estimation (cf., section 6.1).

3.2.4 The Metropolis algorithm
Finding a transition probability which both fulfills global balance and leads to an efficient
sampling of the configuration space can be a challenging task. One therefore commonly applies
the Metropolis algorithm [99]. The general idea is to divide the update step into two parts
[100]. In the first part, one chooses a candidate configuration according to some approximate,
in principle arbitrary, a priori selection probability T0([U ′] ← [U ]). Afterwards, in order to
ensure global balance, one accepts the candidate configuration [U ′] as the next configuration in
the Markov chain with the acceptance probability

TA([U ′]← [U ]) = min
(

1, T0([U ]← [U ′])P [U ′]
T0([U ′]← [U ])P [U ]

)
. (3.54)

The total transition probability is thus given by

T ([U ′]← [U ]) = T0([U ′]← [U ])TA([U ′]← [U ]). (3.55)
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If a suggested update is rejected, the unchanged configuration [U ] is used again in the Markov
chain. Not to do this would unjustifiably reduce the number of configurations in state [U ]
relative to [U ′] [99].

In order to prove that this algorithm satisfies the global balance condition eq. (3.53), we
compute

T0([U ′]← [U ])P [U ]TA([U ′]← [U ]) = min(T0([U ′]← [U ])P [U ], T0([U ]← [U ′])P [U ′])
= min(T0([U ]← [U ′])P [U ′], T0([U ′]← [U ])P [U ])
= T0([U ]← [U ′])P [U ′]TA([U ]← [U ′]). (3.56)

Consequently, the Metropolis algorithm fulfills not only global balance, but also detailed balance
[80],

T ([U ′]← [U ])P [U ] = T ([U ]← [U ′])P [U ′]. (3.57)

The other important property which the transition probability needs to satisfy is ergodicity.
In practice, strong ergodicity T ([U ′]← [U ]) > 0 ∀[U ], [U ′] can be difficult to achieve. In pure
gauge theory, for instance, it is common to restrict single updates to local changes of a single
gauge link. Since the gauge action is local, this makes computing its change and thus the factor
P [U ′]/P [U ] in eq. (3.54) very cheap. Even these local updates are usually further restricted
by not considering arbitrary changes, but only a subset of the possible changes which can for
example be generated by choosing a random SU(3) group element and multiplying it to the
original gauge link. In order to make the algorithm as a whole still ergodic, one applies a large
number of such individually non-ergodic steps and views their sequence as one big ergodic step
[80].

3.3 The Hybrid Monte Carlo algorithm
In a theory including fermions, computing the change of the (effective) action is very expensive
even if the proposed update is local because the fermion determinant is a highly non-local
object. One may thus come up with the idea of using global updates in order to save on the
number of required steps. Performing a global update by changing all gauge links at once in a
naive manner, however, would lead to very small acceptance probabilities because it would be
very likely that the new value of the action is much larger than the old one. Therefore, a more
sophisticated way to propose candidates for non-local updates needs to be found, which is the
topic of the present section.

In section 3.3.1, we will focus our presentation on a theory with two mass-degenerate flavors,
so that the fermion determinant is guaranteed to be positive. Afterwards, in section 3.3.2, we
will introduce a method to include single flavors in the simulation.

3.3.1 Molecular dynamics
A widely used approach to generating gauge configurations in a theory including fermions is
provided by the Hybrid Monte Carlo algorithm [101–103]. The basic idea is to introduce an
artificial computer time t̂ parametrizing the evolution of the fields along the Markov chain,
and a Hamiltonian dynamics describing this evolution. To that end, we write the gauge links
as Uµ(x; t̂) = exp[iqaµ(x; t̂)T a] with real coefficients qaµ(x; t̂) and introduce conjugate momenta
Pµ(x; t̂) = P aµ (x; t̂)T a. Then we can define the Hamiltonian [83]

H[q, P ] = 1
2
∑

x,µ,a

(P aµ (x))2 + SG[U [q]] + ϕ†(Q[U [q]]Q†[U [q]])−1ϕ (3.58)
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with the pseudofermion field ϕ from section 3.2.1. The evolution of q and P in the computer
time t̂ is thus governed by the following Hamilton equations of motion [83],

d

dt̂
P aµ (x; t̂) = −∂H[q, P ]

∂qaµ(x; t̂)
= −F aµ [U [q(x; t̂)], ϕ], (3.59)

d

dt̂
qaµ(x; t̂) = ∂H[q, P ]

∂P aµ (x; t̂)
= P aµ (x; t̂), (3.60)

where
F aµ [U [q(x; t̂)], ϕ] = ∂

∂qaµ(x; t̂)
(SG[U [q]] + ϕ†(Q[U [q]]Q†[U [q]])−1ϕ) (3.61)

is the force. The Hamiltonian itself is a constant of the motion determined by the eqs. (3.59)
and (3.60) which are known as molecular dynamics equations because they describe the time
evolution of a classical system of particles.

As suggested in Ref. [104], the pseudofermion fields can be held fixed during the molecular
dynamics steps and are updated in between. For this purpose, one generates a complex
vector χ of random numbers following a probability distribution ∝ exp(−χ†χ) and sets ϕ =
Qχ, so that the probability distribution for ϕ is proportional to exp[−ϕ†(QQ†)−1ϕ]. Each
molecular dynamics step then commences by randomly generating some initial momenta
P aµ (x; t̂0) according to a Gaussian distribution ∝ exp[−1/2

∑
x,µ,a(P aµ (x))2] [83]. Afterwards, one

integrates the eqs. (3.59) and (3.60) numerically over a distance ∆t̂, using the variables qaµ(x; t̂0)
corresponding to the gauge configuration Uµ(x; t̂0) and the previously generated P aµ (x; t̂0) as
initial values.

This integration introduces numerical errors which lead to a violation of the exact conservation
of the Hamiltonian. These must be corrected for by following the procedure described above
with a Metropolis step with the acceptance probability (cf., eq. (3.54)) [103],

TA([q′, P ′]← [q, P ]) = min(1, exp(−∆H)), ∆H = H[q′, P ′]−H[q, P ]. (3.62)

The total transition probability for the q-field (and thus the gauge field U) alone is given by
[103]

T ([q′]← [q]) =
∫

[dP ][dP ′] exp
[
−1

2
∑

x,µ,a

(P aµ (x))2

]
Tmd([q′, P ′]← [q, P ])TA([q′, P ′]← [q, P ]),

(3.63)
where Tmd([q′, P ′]← [q, P ]) is the probability of obtaining the configuration [q′, P ′] = [q(t̂0 +
∆t̂), P (t̂0 + ∆t̂)] from [q, P ] = [q(t̂0), P (t̂0)] via the molecular dynamics evolution.7 In order
to prove that the transition probability in eq. (3.63) satisfies the detailed balance condition
eq. (3.57), we need to demand that the dynamics is reversible, i.e.,

Tmd([q′, P ′]← [q, P ]) = Tmd([q,−P ]← [q′,−P ′]), (3.64)

and that the integration measure [dq][dP ] is area preserving. Observing that H is invariant
under a sign flip of the conjugate momenta, the proof then proceeds by simple arithmetics [103].

Since the usual Runge-Kutta schemes for numerical integration do not fulfill reversibility,
they cannot be employed for the integration of the molecular dynamics equations. The simplest
alternative is to use the leapfrog algorithm, which ensures reversibility, at least under the

7In practice, Tmd is given by a δ-function because the dynamics is completely deterministic. This is, however,
not necessary for the proof of detailed balance as long as eq. (3.64) is fulfilled [103].
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assumption of perfect arithmetic precision. To integrate from t̂0 to t̂0 + ∆t̂, one starts with an
initial half-step in the conjugate momenta [83],

P aµ

(
x; t̂0 + ϵ

2

)
= P aµ (x; t̂0)− ϵ

2F
a
µ [U(x; t̂0), ϕ], (3.65)

followed by alternating n = ∆t̂/ϵ steps in U and n− 1 steps in P of the form

Uµ(x; t̂0 + kϵ) = exp
[
iϵP aµ

(
x; t̂0 +

(
k − 1

2

)
ϵ

)
T a
]
Uµ(x; t̂0 + (k − 1)ϵ), (3.66)

k = 1, . . . , n,

P aµ

(
x; t̂0 +

(
k + 1

2

)
ϵ

)
= P aµ

(
x; t̂0 +

(
k − 1

2

)
ϵ

)
− ϵF aµ [U(x; t̂0 + kϵ), ϕ], (3.67)

k = 1, . . . n− 1,

and a final half-step in the conjugate momenta,

P aµ (x; t̂0 + ∆t̂) = P aµ

(
x; t̂0 +

(
n− 1

2

)
ϵ

)
− ϵ

2F
a
µ [U(x; t̂0 + ∆t̂), ϕ]. (3.68)

A simple proof that this integration scheme is area preserving and reversible can be found
in Ref. [83]. Note that in each step, the force term needs to be evaluated, which involves,
according to eq. (3.61), the inversion of the Dirac operator. This is the most expensive part of
the algorithm [83].

For the leapfrog algorithm, the discretization error of the half-steps is O(ϵ2), while that of
the intermediate, full steps is O(ϵ3) [103]. Due to the Metropolis accept-reject step following
the integration, the Hybrid Monte Carlo algorithm is exact, regardless of the step size ϵ. In
principle, one can thus use a large step size in order to save computing time. However, with
too large step sizes, the acceptance rate in the Metropolis step will become low, making the
algorithm inefficient again. Therefore, the value of the step size needs to be carefully optimized,
which is a non-trivial task.

3.3.2 The Rational HMC algorithm
Our presentation of the HMC algorithm thus far has been limited to the case of two mass-
degenerate flavors in order to ensure positivity of the fermion determinant. If one is dealing with
a single flavor f of which it is a priori known that det(Qf ) is positive, a simple rooting trick
allows one to circumvent the restriction to an even number of flavors: one approximates (Qf )−1

by an operator TT †, where the matrix inverse square root T ≈ (Qf )−1/2 is approximated by a
rational function. This is the basic idea of the Rational Hybrid Monte Carlo (RHMC) algorithm
[105, 106].

Because of the high accuracy of the rational approximations, it is not necessary to correct for
them in the Metropolis step [106]; it is sufficient to apply a reweighting procedure. Since the
gauge field configurations have been generated with an action S′

eff which is only approximately
equal to the true effective action Seff , this difference (which amounts, in this case, to the
difference between detQf and det(TT †)−1) must be accounted for in the measurement of
observables [107, 108],

⟨O⟩ = 1
ZLQCD

∫
[dU ] e−Seff [U ]O[U ] = 1

ZLQCD

∫
[dU ] e−S′

eff [U ]e−(Seff [U ]−S′
eff [U ])O[U ], (3.69)

ZLQCD =
∫

[dU ] e−Seff [U ] =
∫

[dU ]e−S′
eff [U ]e−(Seff [U ]−S′

eff [U ]). (3.70)
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Introducing the reweighting factor W1[U ] = exp[−(Seff [U ]− S′
eff [U ])] and the expectation value

in the theory with the approximate action S′
eff , ⟨·⟩r =

∫
[dU ] exp(−S′

eff [U ])·, it is thus sufficient
to compute W1 on all generated gauge configurations and use

⟨O⟩ = ⟨OW1⟩r
⟨W1⟩r

. (3.71)

It should be noted that the reweighting method generally only works well if there is a significant
overlap between the distributions determined by Seff and S′

eff , respectively. Otherwise, the
HMC simulation using the modified action is unable to efficiently capture the accordingly long
tail of the distribution of the reweighting factor. In the case of RHMC, the overlap requirement
is fulfilled provided that the rational approximation to the inverse square root is sufficiently
accurate.

As mentioned above, the RHMC algorithm may, strictly speaking, only be applied if the
fermion determinant of the single flavor is known to be positive. For the Wilson fermion action
and its improved modifications it is known that this is not true since these discretizations break
chiral symmetry explicitly (cf., section 3.1.2). Applying the RHMC algorithm nevertheless
then amounts to replacing det(Qf ) by | det(Qf )|. One must therefore include an additional
reweighting factor for the sign of the fermion determinant, Ws = det(Qf )/| det(Qf )| [109]. If
the Dirac operator is γ5-hermitian (which is the case for the Wilson-Clover Dirac operator), its
determinant is real (cf., eq. (3.45)), so that all eigenvalues are either real or appear in complex
conjugate pairs. The determinant being the product of all eigenvalues, it can hence only be
negative if there is an odd number of negative real eigenvalues. This means that Ws = (−1)nneg ,
where nneg is the number of negative real eigenvalues of the Dirac operator. A method for the
practical determination of nneg has been suggested in Ref. [109].

3.3.3 Thermalization
For the HMC algorithm, an initial configuration of gauge fields [U0] is required from which the
evolution along the molecular dynamics trajectory starts. As mentioned in section 3.2.3, this is
in principle arbitrary. Possible choices include setting all gauge links to 1, picking a random
configuration or reusing a configuration generated in a previous simulation for example at
different but similar physical parameters [83]. In any case, the initial configuration is generally
not particularly likely under the target probability distribution eq. (3.50). Therefore, the system
needs to be evolved along the Markov chain by performing a certain number of HMC steps until
the equilibrium distribution is reached, which then corresponds to a fixed point of the Markov
process. This procedure is known as thermalization. In order to determine when thermalization
is complete and the actual measurement of observables in the equilibrium ensemble can begin,
one monitors the Monte-Carlo history of certain observables. One waits until these stabilize
within fluctuations, i.e., a plateau is reached, and excludes the preceding configurations from
the Monte-Carlo estimate in eq. (3.49).

3.4 Operators in Lattice QCD
So far, we have only dealt with the discretization of the QCD action and with algorithms
to generate configurations following the distribution determined by it. In order to measure
physically interesting observables on these configurations, the relevant operators also need to
be discretized. In the following, we discuss three selected topics of particular relevance to the
present thesis: the construction of a suitable interpolating (lattice) operator at the examples of
the pion and the nucleon, the O(a)-improvement of the vector current and the construction of
a vector current which is conserved also on the lattice.
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3.4.1 Interpolating operators
For the lattice determination of properties of hadrons, interpolators O, Ō with definite quantum
numbers need to be found so that the corresponding Hilbert space operators Ô, Ô† annihilate
and create the correct particle states, respectively. Here, an interpolator is a functional of the
lattice fields Uµ(x), ψf (x) and ψ̄f (x) satisfying the aforementioned requirements [83].

We start the discussion with mesons, as these only have two valence quarks and are hence
conceptually simpler than baryons with three valence quarks. The pions π+, π0, π− form an
isospin triplet with I = 1, have zero spin J = 0 and negative parity P = −1. The valence quark
content of the π+ is thus d̄u, while that of the π− is ūd. Assuming exact isospin symmetry,
as it is done in the present thesis, these two states are exactly mass-degenerate. A possible
interpolating operator for the π+ with the correct spin (J = 0) and isospin (I = 1, Iz = +1) is
[83]

Π+(x) = ψ̄d(x)γ5ψ
u(x). (3.72)

As a typical fermion bilinear, this is obviously gauge invariant and should transform as a
pseudoscalar under Lorentz transformations. To make the latter more explicit, we define the
action of the parity operator P on the lattice fermion fields as [83]

Pψf (x0,x) = γ0ψ
f (x0,−x), Pψ̄f (x0,x) = ψ̄f (x0,−x)γ0. (3.73)

We can hence calculate

PΠ+(x0,x) = ψ̄d(x0,−x)γ0γ5γ0ψ
u(x0,−x) = −ψ̄d(x0,−x)γ5ψ

u(x0,−x) = −Π+(x0,−x).
(3.74)

After momentum projection, the pion interpolator Π+ consequently has parity P = −1, as
required.

The interpolator corresponding to the creation operator of a π+ can be found by conjugating
eq. (3.72) [83],

Π̄+(x) = (Π+(x))† = −(ψu(x))†γ†
5(ψ̄d(x))† = −ψ̄u(x)γ0γ

†
5γ0ψ

d(x) = ψ̄u(x)γ5ψ
d(x) = Π−(x).

(3.75)
Here, the minus sign in the first step arises from the interchange of the two Grassmann variables.
Since the π− is the antiparticle of the π+, the creation interpolator of the π+ is the same as
the annihilation interpolator of the π−.

As the aim of this thesis is to compute structural properties of the nucleon, we also need to
construct a nucleon interpolator. The proton and the neutron are the Iz = +1/2 and Iz = −1/2
components of an isospin doublet with total isospin I = 1/2. While the proton has valence-quark
content uud, the neutron is a ddu-like state. Under the assumption of exact isospin symmetry,
the proton and neutron are exactly mass-degenerate, and are thus collectively referred to as
nucleons. The simplest uud-type interpolator for a nucleon state is given by [83]

N(x) = ϵjklψ
u
j (x)[(ψuk (x))TCγ5ψ

d
l (x)], (3.76)

where j, k, l are color indices in the fundamental representation, while the Dirac indices have
been suppressed in favor of a matrix/vector notation, as usual. C is the charge conjugation
matrix satisfying CγµC−1 = −γTµ . Contracting the color indices with the ϵ-tensor makes the
interpolator a color singlet and gauge invariant [83]. Moreover, it is obvious that eq. (3.76) has
isospin I = 1/2, Iz = +1/2 and spin J = 1/2, as needed. To determine the transformation of the
nucleon interpolator under parity, we compute with the help of eq. (3.73),

PN(x0,x) = ϵjklγ0ψ
u
j (x0,−x)[(ψuk (x0,−x))TγT0 Cγ5γ0ψ

d
l (x0,−x)]

= ϵjklγ0ψ
u
j (x0,−x)[(ψuk (x0,−x))TCγ5ψ

d
l (x0,−x)] = γ0N(x0,−x), (3.77)
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where from the first to the second line, we have used that γT0 Cγ5γ0 = −γT0 Cγ0γ5 = Cγ0γ0γ5 =
Cγ5. Consequently, the parity-projected interpolator [83]

N±(x) = Γp±N(x) = 1
2(1± γ0)N(x) (3.78)

has, after momentum projection, definite parity P = ±1. While N+ describes the nucleon, which
has positive parity, N− couples to its negative-parity partner N(1535) [83]. The interpolator
for the corresponding creation operators can be constructed analogously to the case of the pion
(cf., eq. (3.75)). One finds

N̄(x) = N †(x)γ0 = ϵjkl[ψ̄dj (x)γ5C
†(ψ̄uk (x))T ]ψ̄ul (x), (3.79)

and thus for the corresponding parity-projected interpolators,8

N̄±(x) = ϵjkl[ψ̄dj (x)γ5C
†(ψ̄uk (x))T ]ψ̄ul (x)Γp±. (3.80)

As a general remark, we note that any interpolator will always have a finite overlap with
all states with the same quantum numbers. This is because the interpolators generally do not
create eigenstates of the Hamiltonian [83]. In practice, this means that it is impossible to create,
say, just a ground-state nucleon on the lattice. There will always be some contamination by
excited states, which needs to be appropriately removed in the data analysis.

3.4.2 O(a)-improvement of the vector current
In section 3.1, we have discussed the O(a)-improvement of the action. With the chosen
improvement condition, this is sufficient for the improvement of on-shell spectral quantities like
hadron masses. As we shall see in chapter 5, in order to study the electromagnetic form factors
of nucleons, it is necessary to additionally put the vector current

V ff ′
µ (x) = ψ̄f (x)γµψf

′(x) (3.81)

on the lattice. Correlation functions involving currents like this are not automatically improved.
By contrast, one needs to explicitly improve the current by adding an appropriate linear
combination of all dimension-4 operators with the same symmetries as the original current
which has dimension 3. For the vector current in eq. (3.81), there is only one such dimension-4
term. In the continuum, it is given by the derivative of the tensor current, so that we can write
for the improved vector current [110, 111]

(V I
µ )ff ′(x) = V ff ′

µ (x) + cV a∂νT
ff ′
µν (x). (3.82)

Here, we have defined the tensor current as

T ff
′

µν (x) = −ψ̄f (x)σµνψf
′(x), σµν = 1

2[γµ, γν ], (3.83)

and introduced the improvement coefficient cV . In this thesis, we employ the non-perturbative
determination of cV from Ref. [112]. Instead of the partial derivative ∂ν , one uses the symmetric
lattice derivative which introduces only O(a2) lattice artefacts (cf., eq. (3.15)) [112].

8This expression reduces to the one quoted in Ref. [83] if one assumes their specific convention for the Dirac
matrices.
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3.4.3 Conserved vector current
Due to the explicit breaking of chiral symmetry by the Wilson-Clover fermion action, the local
discretization of the vector current in eq. (3.81) is not conserved on the lattice, i.e., ∂µVµ ̸= 0
[112]. Using a vector variation of the action, one can derive a point-split vector current [84,
112, 113],

(V c
µ )ff ′(x) = 1

2

[
ψ̄f (x+ aµ̂)(1 + γµ)U †

µ(x)ψf ′(x)− ψ̄f (x)(1− γµ)Uµ(x)ψf ′(x+ aµ̂)
]
, (3.84)

which fulfills ∂∗
µ(V c

µ )ff ′(x) = 0 as an exact lattice identity, where ∂∗
µψ(x) = (ψ(x)−ψ(x−aµ̂))/a

is the backward lattice derivative. It follows that this conserved vector current is protected
against renormalization, so that its multiplicative renormalization factor ZV is 1 and all O(a)
mass-dependent coefficients, which arise from the improvement at finite quark masses [111],
vanish [112, 113].

In practice, we employ the symmetrized version

(V cs
µ )ff ′(x) = 1

2

[
(V c
µ )ff ′(x) + (V c

µ )ff ′(x− aµ̂)
]
, (3.85)

which has the same behavior under space-time reflections as the local vector current and thus
ensures that the same counterterms as in eq. (3.82) are present to remove O(a) lattice artefacts
[113]. The coefficient cV , however, differs between the two discretizations of the vector current
[112].
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After having discussed the lattice discretization of QCD in general, we now turn to a specific
set of simulations undertaken by the Coordinated Lattice Simulations (CLS) initiative using
the openQCD package [114]. The CLS ensembles employed in this thesis have 2 + 1 flavors of
dynamical quarks, meaning that the up- and down-quarks are treated as mass-degenerate, and
the strange quark as a single, heavier flavor. In the following, we will guide the reader through
the chosen action and boundary conditions, the quark mass trajectory, the algorithmic setup of
the simulations and the scale setting. All of these topics have been described extensively in
Refs. [90, 115], on which the present chapter draws heavily and to which we refer the interested
reader for further details and references. We will conclude the chapter with an overview of the
specific CLS ensembles used in this thesis.

4.1 Action and boundary conditions
The Nf = 2 + 1 CLS gauge ensembles are generated using the Lüscher-Weisz gauge action
eq. (3.12) with the tree-level coefficients c0 = 5/3, c1 = −1/12 and c2 = c3 = 0, as discussed at
the end of section 3.1.1. For the dynamical quarks, the Wilson-Clover action eq. (3.38) with
the non-perturbatively determined Sheikholeslami-Wohlert coefficient cSW from Ref. [116] is
employed. In principle, as already mentioned in chapter 3, the boundary conditions should
be chosen periodic in space and (anti-)periodic in time for fermions and bosons, respectively.
In practice, however, some of the CLS ensembles have been generated with open boundary
conditions in time, breaking translational invariance in the time direction. In the following, we
will explain why this can nevertheless constitute a useful modification of the theory.

The continuum limit of a Lattice Quantum Field Theory is always defined in terms of a
second-order phase transition, i.e., a critical point. This means that the correlation length ξ
(in lattice units) diverges as one approaches the continuum limit [80]. Intuitively, this behavior
can be understood as follows: Consider a physical object with an intrinsic length scale l in
physical units. The fields from which this object is built need to stay correlated at this same
length scale. On a lattice with finite lattice spacing a, the object must thus be described by
a system with a correlation length in lattice units of ξ ∼ l/a. Consequently, in order for the
physical length scale l to remain constant, ξ needs to diverge in the continuum limit a→ 0.

For Markov Chain Monte Carlo (MCMC) simulations, one expects that the autocorrelation
time1 of an observable O along the Markov chain scales as t̂auto(O) ∝ ξz(O), where z is the
dynamical critical exponent, which depends on the details of the updating process and on the
observable. The fact that MCMC simulations become less and less efficient as one approaches
a critical point (e.g., the continuum limit) is referred to as critical slowing down [80].

One observable which evolves for practically all algorithms particularly slowly in computer
time is the global topological charge which is an integer number on periodic lattices. In
Ref. [117], for instance, a dynamical critical exponent of z ≈ 5 has been reported for the
squared topological charge in simulations of pure gauge theory. For smaller lattice spacings, the
algorithm fails to tunnel between sectors with different values of the topological charge because
such transitions can be seen as non-perturbative lattice artefacts [118]. Consequently, the

1In section 6.1, a concrete measure for the autocorrelation time will be introduced.
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topological charge is effectively frozen on the corresponding ensembles. This calls the ergodicity
of the whole algorithm into question, even if one is not interested in the topological charge: the
slowly moving modes of the Markov process which heavily affect the topological charge might
also couple to the observable of interest, leading to potentially biased results [117].

A possible solution to this problem consists in imposing open boundary conditions in the
time direction. For the gauge fields Aµ(x), one imposes the following conditions,

F0k(x)|x0=0 = F0k(x)|x0=a(Nτ −1) = 0, k = 1, 2, 3, (4.1)
which preserve gauge invariance [118]. In terms of gauge links, one sets all those links to zero
where either endpoint is not contained in the lattice eq. (3.1) [114]. For the quark and antiquark
fields ψ(x) and ψ̄(x), one demands that [118]

Γp+ψ(x)|x0=0 = Γp−ψ(x)|x0=a(Nτ −1) = 0, ψ̄(x)Γp−|x0=0 = ψ̄(x)Γp+|x0=a(Nτ −1) = 0, (4.2)
where Γp± are the parity projectors from eq. (3.78). These boundary conditions preserve parity
and time reflection symmetry [118]. Note furthermore that imposing the boundary conditions
eqs. (4.1) and (4.2) effectively reduces the physical time extent of the lattice by one unit to
T = a(Nτ − 1) [90].

In general, open boundary conditions may spoil the O(a)-improvement of the action. It can
be shown, however, that all bulk O(a)-counterterms and their coefficients remain unchanged
compared to the theory with periodic boundary conditions, which we have discussed so far
[118]. For the improvement of functions involving fields close to or at the boundary, further
O(a) boundary counterterms are required. In the case of the gauge action, it is sufficient for
tree-level improvement to change the weight of the space-like loops C on the boundaries in
eq. (3.12) from 1 to 1/2 [119]. Moreover, the sum has to be restricted to those loops which
are fully contained in the lattice, i.e., of which all corners are in the time interval [0, Nτ − 1]
[118]. This is obviously equivalent to the condition quoted above in terms of the gauge links.
Regarding the fermion action, the sum over the lattice sites has to be restricted to the time
interval [1, Nτ − 2]. Since the resulting action does not depend on the quark fields at the
boundaries x0 = 0 and x0 = a(Nτ − 1), one may simply set all components of the quark fields
at the boundaries to zero [118]. O(a)-improvement at the boundaries here generally requires
further boundary terms; their coefficients, however, vanish at tree level of perturbation theory
[114].

The field space of a theory satisfying the open boundary conditions eqs. (4.1) and (4.2) is
connected in a topological sense, so that there are no disconnected topological sectors as in a
continuum theory with periodic boundary conditions. This means that the topological charge
is not quantized and can assume arbitrary real values. In an MCMC simulation, it can thus
change smoothly along a trajectory by flowing in and out of the lattice via its boundaries [118].

It can be shown that open boundary conditions in QCD are stable under quantum fluctuations,
and that the space of physical states is independent of the boundary conditions [118]. This
implies that many physical quantities like hadron masses can in principle be extracted from
correlation functions on open boundary lattices in the same way as on lattices with periodic
boundary conditions in time [118]. The only difference is, of course, that the translation
invariance in time is broken and only approximately restored in the bulk of the lattice, where
the effects of the boundaries are exponentially suppressed [119]. The state representing the
boundary itself has the same quantum numbers as the vacuum state [118].

4.2 Algorithmic setup
In order to increase the performance and reliability of the HMC algorithm, several improvements
are applied to the basic procedure described in section 3.3. We will summarize these in the
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following, starting with the treatment of the light-quark determinant, continuing with details
about the RHMC algorithm employed for the strange-quark determinant and finally addressing
the integration of the molecular dynamics equations and the inversion of the Dirac operator.

4.2.1 Even-odd preconditioning for light quarks
In this subsection and the following two, we shall be concerned with the determinant of the
two degenerate light quarks. Instead of the corresponding Wilson-Clover Dirac operator, which
we denote here simply by Q and which is γ5-hermitian, one considers the Hermitian operator
Q̃ = γ5Q [90]. Because it involves at any given lattice site only interactions with this same site
and its nearest-neighboring sites (cf., eqs. (3.31) and (3.38)), it is advantageous to decompose
the lattice into an even-odd checkerboard pattern, so that the nearest neighbors of a site labelled
by one color are all of the other color [120]. On a thus decomposed space, the matrix Q̃ has the
block structure [121]

Q̃ =
(
Q̃ee Q̃eo
Q̃oe Q̃oo

)
, (4.3)

where e refers to even and o to odd sites. Q̃ee and Q̃oo are site-diagonal, only mixing color and
spin components on each site, since there are only nearest-neighbor interactions. Therefore,
these two matrices are easily inverted [121]. To facilitate the computation of the determinant
of the whole matrix Q̃, we consider its Schur decomposition [121],

Q̃ = UAL =
(

1 Q̃eoQ̃
−1
oo

0 1

)(
Q̂ 0
0 Q̃oo

)(
1 0

Q̃−1
oo Q̃oe 1

)
, (4.4)

where Q̂ is the even-odd Schur complement of Q̃,

Q̂ = Q̃ee − Q̃eoQ̃−1
oo Q̃oe. (4.5)

As detL = detU = 1, we obtain for the relevant determinant,

det(QQ†) = det(γ5γ5QQ
†) = det(γ5Q(γ5Q)†) = det(Q̃2) = det(Q̃2

oo) det(Q̂2). (4.6)

In effect, we have reduced the size of the matrices the determinants of which need to be
calculated by a factor of two.

4.2.2 Twisted-mass reweighting for light quarks
The Wilson Dirac operator breaks chiral symmetry explicitly and is thus not protected against
having arbitrarily low eigenvalues. Even if one considers its square, so that the eigenvalues
are guaranteed to be non-negative, the spectral gap (the smallest eigenvalue in absolute size)
can be arbitrarily small. It can be shown that the average spectral gap is proportional to
the quark mass. For light quarks, not (much) heavier than the physical u- and d-quarks, the
probability for finding very small eigenvalues, close to zero, on a given gauge configuration is
hence significantly increased [122]. This can cause a number of numerical instabilities in the
simulation, from the reversibility of the integration of the molecular dynamics equations to the
ergodicity and sampling efficiency of the HMC algorithm [122].

In order to avoid such instabilities, it has been suggested in Ref. [123] to introduce a small
twisted-mass term into the action and employ reweighting to correct for it. In this way, the
contribution of the low modes is shifted from the HMC to the reweighting factor, thus stabilizing
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the former. For the generation of the CLS ensembles, the twisted-mass modification is applied
to the even-odd Schur complement Q̂ from eq. (4.5) [90],

det(QQ†) = det(Q̃2) = det(Q̃2
oo) det(Q̂2)→ det(Q̃2

oo) det Q̂2 + µ2
0

Q̂2 + 2µ2
0

det(Q̂2 + µ2
0). (4.7)

The corresponding reweighting factor which needs to be included in the calculation of expectation
values analogously to eq. (3.71) therefore reads [123],

W0 = det Q̂
2(Q̂2 + 2µ2

0)
(Q̂2 + µ2

0)2
. (4.8)

The choice of the twisted-mass parameter µ0 requires some care. In principal, larger values
lead to a stronger stabilization of the HMC because the modified operator from eq. (4.7) has a
spectral gap of O(µ0) [123]. However, the fluctuations of the reweighting factor also increase
with µ0 [90]. The latter can be very problematic for observables with a strong (anti-)correlation
with W0 (i.e., with the low modes of the Dirac operator) because the reweighting then enlarges
their statistical errors significantly.

Given a chosen value of µ0, a precise estimation of the reweighting factor is paramount to
mitigate this issue to the maximum extent possible. For this reason, we employ the reweighting
factors computed with exact low-mode deflation as detailed in Ref. [124] on all ensembles except
E300, where only the stochastic evaluation according to Ref. [90] is available.

4.2.3 Hasenbusch factorization of the light quark determinant
To further improve the efficiency of the calculation, the mass splitting introduced by Hasenbusch
[125] is applied to the last term in eq. (4.7) [90],

det(Q̂2 + µ2
0) = det(Q̂2 + µ2

NHB
)
NHB∏

i=1
det

Q̂2 + µ2
i−1

Q̂2 + µ2
i

, (4.9)

where µ0 < µ1 < · · · < µNHB
. This factorization leads to a reduced condition number for

each of the factors compared to the original matrix. Therefore, one expects the fermionic
contribution to the force in eq. (3.61) to be smaller, so that the step size for the integration of
the molecular dynamics equations can be chosen larger [125].

In practice, each of the NHB + 1 determinants in eq. (4.9) is computed with a separate set of
pseudofermions [125]. While the diagonal determinant det Q̃oo is combined with the one with
the largest twisted mass (i.e., with the first factor in eq. (4.9)), another set of pseudofermions is
introduced for the middle factor in eq. (4.7). Hence, the total number of pseudofermion fields
required for the light quarks is NHB + 2 [90].

We note that the introduction of further pseudofermions via the mass splitting implies a
slight overhead in the computation of the fermion forces because some additional inversions
become necessary. If the µi parameters are chosen adequately, this is, however, more than
compensated by the speed-up achieved thanks to the larger step size [125]. For details on the
tuning of NHB and the µi parameters in the context of CLS, we refer to Ref. [90].

4.2.4 RHMC for the strange quark determinant
So far, we have discussed the efficient implementation of the HMC algorithm for the two
degenerate light quarks. For the strange quark, the RHMC algorithm explained in section 3.3.2
is employed. This can again be combined with the even-odd preconditioning from section 4.2.1.
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Accordingly, the modulus of the strange-quark determinant is approximated by a rational
function of order [Np, Np] [90],

| det(Qs)| = det(Qsoo) det(Q̂s) = det(Qsoo) det
(√

(Q̂s)2
)
≈ det(Qsoo) det


A−1

Np∏

i=1

Q̂2 + µ̄2
i

Q̂2 + ν̄2
i


 .

(4.10)
The parameters A−1 and µ̄i, ν̄i are known and can be determined from Zolotarev’s optimal
approximation of the inverse square root [126] in the interval [ra, rb] which is given by the
smallest and the largest eigenvalue of (Q̂s)2 [90]. The approximation in eq. (4.10) needs to be
corrected for by introducing a corresponding reweighting factor W1, while another reweighting
factor Ws becomes necessary due to the neglect of a possible sign of det(Qs) (cf., section 3.3.2).
W1 can again be computed very precisely using exact low-mode deflation [124].

In the simulation, the N ′
p factors with the smallest µ̄i are evaluated with individual pseud-

ofermion fields, while the remaining Np − N ′
p factors together with det(Qsoo) are expressed

as a single pseudofermion integral. The total number of pseudofermion fields employed for
the strange quark is thus N ′

p + 1. This decomposition allows one to optimize the inversion of
the corresponding matrices as well as the step size used for the integration of the molecular
dynamics equations separately for each determinant [90].

4.2.5 Integration of the molecular dynamics
For the integration of the molecular dynamics eqs. (3.59) and (3.60) only the simplest method,
the second-order leapfrog algorithm, has been presented in section 3.3.1. This can be improved
upon in several ways.

First of all, one notices that the gauge contribution to the force in eq. (3.61) is much cheaper to
compute than the fermionic contribution. Moreover, we have split the latter into NHB +N ′

p + 3
different components, each of which is represented by its own set of pseudofermions, and some of
which are considerably smaller and/or less fluctuating than others [90]. Sexton and Weingarten
have suggested in Ref. [127] that in such a situation, a more efficient integration scheme can be
achieved by splitting the integration into several levels. The gauge force is integrated on an
inner level with a smaller step size, and the fermion force on an outer level (or possibly several
outer levels) with a larger step size. Since the time-consuming part of the calculation is the
evaluation of the fermion force, reducing the step size for the gauge force barely increases the
overall cost, but significantly increases the precision [127]. A more precise integration of the
molecular dynamics equations leads to a lower degree of energy violation and thus a larger
acceptance rate in the Metropolis step, making the HMC algorithm overall more efficient.

In the setup chosen by CLS [90], three different levels are employed: an inner level for the
gauge force, an intermediate level for most of the fermion forces and an outer level for those
fermion forces which contribute particularly little to the energy violation. Integrating these
less precisely saves a substantial amount of computing time for the integration, while barely
affecting the acceptance rate.

A further improvement of the integration can be achieved by using a more optimized, higher-
level integrator than the simple leapfrog algorithm. As higher-level integrators generally require
more computing time than lower-level ones, this choice must always be weighed against the
achievable improvement in the acceptance rate. Therefore, for the inner two levels, the fourth-
order integrator suggested by Omelyan, Mryglod and Folk [128] is employed (yet with different
step sizes, as discussed above), while for the outermost level, their second-order integrator is
used.

The thus defined integration algorithm leaves as tunable parameters the trajectory length
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∆t̂ in computer time as well as the number of fermion terms which are integrated on the
outermost level. The latter are given by NHB,2 Hasenbusch factors and N ′

p,2 poles from the
rational approximation of the strange-quark determinant. While longer trajectories lead to
shorter autocorrelation times [117], they might, at some point, also give rise to instabilities
in the integrator [90]. As a compromise, ∆t̂ = 2 has been used on all ensembles except J303,
where ∆t̂ = 4. The chosen values for NHB,2 and N ′

p,2 can be found in Ref. [90].

4.2.6 Solver
In order to compute the fermion forces, the inverse of a matrix M related to the lattice Dirac
operator (for example via eq. (4.7), eq. (4.9) or eq. (4.10)) needs to be computed. As all that is
needed is the inverse of M applied to the pseudofermion field ϕ (cf., eq. (3.61)), this is equivalent
to solving the matrix-vector equation Mψ = ϕ for ψ. The Dirac operator and hence M is a
very large matrix, so that a direct solution is impossible. A suitable alternative is provided by
iterative methods. With decreasing quark masses, however, the probability for finding small
eigenvalues of the Dirac operator is enhanced, as discussed in section 4.2.2. Consequently, the
condition number of M rises, requiring larger and larger iteration counts.

A significant improvement can be achieved by applying low-mode deflation [129]. Here,
one separates the low modes of M and computes the solution on them exactly. The iterative
algorithm thus only needs to be applied to the deflated equation, where the contribution of the
deflation subspace, i.e., of the low modes, has been projected out. A practical problem which
arises with the deflation technique is that the number of eigenvalues below a certain threshold
grows proportionally to the lattice volume V . The computational effort required to solve the
eigenvalue problem and construct the deflation subspace from the eigenvectors is then at least
proportional to V 2 [129]. This renders the direct application of low-mode deflation on large
volumes infeasible.

To overcome this burden, one employs domain-decomposed deflation [129, 130], which does
not need the deflation subspace to be spanned by exact eigenvectors of M . Rather, the lattice
is decomposed into non-overlapping rectangular blocks of fixed size, and the eigenvectors are
computed on these instead of on the global lattice. Local coherence of the low modes of the
Dirac operator [129] then guarantees that the local deflation subspaces still have a good overlap
with the (globally defined) low modes.

The remaining deflated equation is solved by an iterative method which can be further
improved by applying a preconditioner. In the case of CLS, a preconditioner based on the
Schwarz alternating procedure (SAP) [131, 132] is used. The SAP was originally devised to
solve elliptic partial differential equations. In that context it is based on a division of the
domain on which the solution is sought into overlapping subdomains [133]. If it is only used as
a preconditioner, the subdomains can also be chosen to be non-overlapping, which reduces the
number of required subdomains [132].2

One hence proceeds by partitioning the lattice into a grid of non-overlapping rectangular
blocks so that they can be alternately colored in a checkerboard pattern. Note the difference
to the even-odd preconditioning in section 4.2.1, where the coloring was imposed on the level
of individual sites, while for the SAP, it is imposed on the block level. It has been shown in
Ref. [132] that all blocks of the same color can be treated simultaneously, so that the algorithm
operates on the level of two domains Ω and Ω∗ containing the union of all blocks of one color
each. In each iteration cycle, the current approximate solution ψ is first updated on Ω while
keeping it fixed on Ω∗, and then the other way around [132].

2In the following, we will therefore use the term SAP, somewhat abusively, also for the method with non-
overlapping subdomains.
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Taken on its own, the SAP is not sufficiently efficient as a solver. It can, however, play the role
of a preconditioner providing an approximate solution and thus reducing the required iteration
count of the actual solver [129, 132]. For the latter, the generalized conjugate residual (GCR)
algorithm [134] is employed. It is a Krylov space solver which is mathematically equivalent to
the generalized minimal residual (GMRES) algorithm [135], but is technically advantageous if
an approximate preconditioner (like the SAP) is being used [132].

In summary, the deflation projection and the Schwarz preconditioning interact by reducing
the low-mode and high-mode contributions to the residue in alternation, and in this way
significantly speed up the GCR solver [129].

4.3 Quark mass trajectory
In order to match ensembles at different lattice spacings, one introduces the dimensionless
parameters [90]

ϕ2 = 8t0M2
π , ϕ4 = 8t0

(
M2
K + 1

2M
2
π

)
, (4.11)

where t0 is the Wilson flow time parameter [136] which will be discussed in more detail in the
next section. To leading order in chiral perturbation theory (χPT), the parameters in eq. (4.11)
are proportional to the sum of the quark masses, ϕ2 ∝ (mu +md) and ϕ4 ∝ (mu +md +ms)
[90].

Since the CLS ensembles are not simulating the full Standard Model, but only QCD with
three quark flavors and exact isospin symmetry, the physical values of the meson masses need
to be defined in this limit. The analysis in Ref. [137] has shown that in the isospin limit of
pure QCD, the mass of the charged pion and the root-mean-square mass of the K+ and K0

are, respectively, given by

Mπ,phys = 134.8(3) MeV, MK,phys = 494.2(4) MeV. (4.12)

Because t0 is not an experimentally measurable observable, its value needs to be determined
from lattice simulations. We use the FLAG estimate [138] of

√
t0,phys = 0.14464(87) fm (4.13)

for the value of
√
t0 at the physical point defined above in Nf = 2 + 1 QCD, and hence obtain

for the physical values of the parameters in eq. (4.11),

ϕ2,phys = 0.0781(10), ϕ4,phys = 1.089(13), (4.14)

where we have added the errors originating from eqs. (4.12) and (4.13) in quadrature.
When we were discussing the O(a)-improvement of the Wilson fermion action towards the

end of section 3.1.2, we have found two counterterms (eqs. (3.35) and (3.37)) which were already
part of the original action, and have absorbed them in a redefinition of the bare coupling
g and the bare mass m. If a renormalization scheme is chosen in which all renormalization
conditions are imposed at the same point in bare parameter space, such rescalings of the bare
parameters do not alter the renormalized amplitudes [96]. However, one conventionally uses a
mass-independent renormalization scheme, where the renormalization conditions are imposed
at zero quark masses. In this case, reparametrizations of the bare theory must be taken care
of because the link between the massless and the massive theory is established via the bare
parameters [96]. In particular, one introduces a modified bare coupling and modified bare quark
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masses according to [96, 111]

g̃2 = g2
[
1 + bg(g2)

Nf
a trM

]
, (4.15)

m̃f
sub = mf

sub + rm(g2)− 1
Nf

trM + a

[
bm(g2)(mf

sub)2 + b̄m(g2)mf
sub trM

+ rm(g2)dm(g2)− bm(g2)
Nf

tr(M2)

+ rm(g2)d̄m(g2)− b̄m(g2)
Nf

(trM)2
]

(4.16)

to account for the additional O(a)-improvement terms from eqs. (3.35) and (3.37). Here,
we have introduced the subtracted bare quark masses mf

sub = mf − mc, where mc is the
critical quark mass. The latter is the value of the bare quark mass for which, given completely
degenerate quarks, the renormalized quark mass vanishes [80, 111]. Moreover, we have defined
the matrix M containing the subtracted bare quark masses. For Nf = 2 + 1, for example, it
reads M = diag(ml,ml,ms)−mc13 with mu = md = ml.

For many years, in particular the coefficient bg necessary for the O(a)-improvement of the
bare coupling constant has only been known perturbatively [139]. While a first non-perturbative
calculation has meanwhile appeared [140], this has not been the case at the point in time when
the generation of the Nf = 2 + 1 CLS ensembles has been started [90]. The preferred strategy
therefore consists in defining a quark mass trajectory along which trM , i.e., the sum over the
subtracted bare quark masses, is kept constant [90]. This is obviously equivalent to keeping the
sum over the bare quark masses themselves constant. Along such a trajectory, it is, according
to eq. (4.15), sufficient to keep g fixed in order to keep g̃ and thus the lattice spacing fixed, so
that knowledge of bg is not required [90]. We note that according to eq. (4.16), even if trM
is constant, the sum of the renormalized quark masses mf

R = Zmm̃
f
sub is not, but differs by

O(am)-effects [111, 115].
For the Nf = 2 + 1 CLS simulations, the different lattice spacings have been matched at the

SU(3)-flavor-symmetric point, where Mπ = MK ≈ 420 MeV [90]. This means that the quark
mass trajectory is characterized by 2ml +ms = 3msym = const, where msym is the bare quark
mass at the aforementioned symmetric point [115].

4.4 Scale setting
Because computer simulations can only deal with dimensionless variables, all observables are
primarily expressed in units of the lattice spacing a. In order to make contact with physical
quantities defined in the continuum, the value of a on the generated ensembles needs to be
related to an experimentally determined observable. This observable is thus treated as input to
the simulations from which subsequently other dimensionful quantities can be predicted.

To set the scale for the CLS ensembles, the Wilson flow time parameter t0 [136] is used as
an intermediate theory scale. It has the advantage that it is a purely gluonic quantity which
can be measured very precisely on the lattice. On the other hand, it is not directly accessible
in experiments, so that its physical value needs to be determined from the lattice simulations
themselves as part of the scale setting procedure.

One therefore proceeds by measuring the dimensionless ratio t0/a2 and a hadronic quantity
which is accessible in experiment on a number of ensembles at different values of g (or,
equivalently, β = 6/g2) and ϕ2. In the case of the CLS scale setting [115], a linear combination

42



4.5 Ensembles

of decay constants of the pion and kaon,

fπK = 2
3

(
fK + 1

2fπ
)
, (4.17)

is employed as the hadronic quantity required to make contact to experiment. This is convenient
because χPT predicts it to be constant up to small corrections along the trajectory from
section 4.3 [141]. For the purpose of the scale setting analysis, ϕ4 is used as a proxy for the
sum of the quark masses, because keeping ϕ4 fixed leads to an O(a)-improved trajectory in
contrast to the sum of the bare quark masses (cf., the discussion in section 4.3). This might
introduce a variation of the improved coupling constant g̃ due to higher-order effects in χPT,
which have, however, been found to be negligibly small [115].

The scale setting analysis therefore proceeds in the following steps: First, using some initial
value of t0 in physical units, the target point in the (ϕ2, ϕ4)-plane is defined. The observables√
t0/a, afπK and their product are then shifted to the target ϕ4. Using different fit ansätze

[115], the thus shifted values of
√
t0fπK are subsequently extrapolated to the target ϕ2 and

the continuum limit. Dividing by the experimental value of fπK in physical units, one hence
arrives at a value of

√
t0 in fm. The procedure is then iterated until a fixed point is reached,

i.e., the output value for
√
t0 in fm agrees with the input value. This fixed point defines the

physical value
√
t0,phys in the continuum and thus the actual target ϕ4.

On a trajectory defined by constant ϕ4, χPT calculations show that
√
t0/a is (approximately)

independent of ϕ2 [142]. This has been confirmed to a large degree on the CLS ensembles [143].
Therefore, each value of β uniquely corresponds to a value of

√
t0/a. For the determination

of the latter, the extrapolation step can hence be avoided: one only needs to take the values
for this observable on one ensemble at the symmetric point for each value of β and shift them
to the final target value of ϕ4 [115]. We will call the thus defined quantity in the following√
tsym
0 /a. For further details on the CLS scale setting analysis, we refer to Ref. [115].

A major advantage of using an intermediate theory scale is that the calibration, i.e., the
value of

√
t0,phys in fm, can be replaced easily once updated calculations become available. In

this thesis, we employ the FLAG estimate for Nf = 2 + 1 [138] quoted in eq. (4.13) above.
It represents an average over the results of CLS [115], RBC/UKQCD [144] and BMW [145].
For our analysis, the utilization of an intermediate theory scale implies that we first need to
express all dimensionful quantities in units of t0 using the tsym

0 /a2 values from Ref. [115], which
are listed in table 4.1. Only our final results are converted to physical units by means of the
calibration, i.e.,

√
t0,phys in fm. This procedure ensures that the error of the calibration is

treated independently of that of the (more precise) pure lattice measurement of tsym
0 /a2. In

particular, it avoids an artificial increase of errors on intermediate results, so that fit qualities
remain meaningful.

4.5 Ensembles
Due to the small, but finite mistuning of ϕ4 in the simulations, the quark mass trajectory
defined in section 4.3 does in reality not exactly hit the physical point. In order to enable a
correction for this effect in extra- or interpolation fits to the physical point, further trajectories,
for example at constant (renormalized) strange quark mass [146], have been generated by CLS.

However, the mistuning is expected to only have a negligibly small effect on the observables
which shall be investigated in this thesis because they only depend very weakly on the strange
quark mass. This is due to the fact that we will restrict our studies to the nucleon which only
has light quarks as valence quarks. The strange quark only enters via suppressed sea-quark
contributions. Even though the latter are not entirely negligible, a small difference in the
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Figure 4.1: Location of the ensembles used in this thesis in the (Mπ, a
2)-plane

strange quark mass at the target point from its physical value will have an even smaller impact
on the total (valence + sea) result for the nucleon. Therefore, it is, within our current statistical
precision, sufficient to only employ the trM = const. ensembles and extra- or interpolate to
the correct ϕ2, i.e., pion mass.

The pion mass, on the other hand, has a very strong influence on our observables. Ensembles
on which the pion is much heavier than ≈ 300 MeV can hence be considered to be too remote
from the physical point to be of significant importance to the extrapolation to the latter.
Consequently, we restrict our analysis to the ensembles shown in fig. 4.1 and table 4.1. They
cover four lattice spacings in the range from 0.049 fm to 0.086 fm, which gives us a good
control over the approach to the continuum limit. The pion masses, on the other hand, go
down to the slightly-below-physical value of 130 MeV (E250), so that we can actually perform
an interpolation in this variable rather than an extrapolation. The values of tsym

0 /a2 listed in
table 4.1 have been obtained in Ref. [115] as described in section 4.4. These are converted to
a in fm using eq. (4.13)3. The quoted numbers for the pion and nucleon masses correspond
to the ones listed in table 6.1 in units of

√
t0, but converted to physical units using eq. (4.13)

and rounded to full MeV. In the actual analysis, the exact values determined in section 6.4
are employed in units of

√
t0. Similarly, a in fm is never employed in the actual analysis and

merely quoted here for ease of reference.
The naming scheme for the ensemble IDs has been chosen as follows: The first character is

a single letter encoding the size of the box in lattice units (N3
s ×Nτ ). It is followed by three

digits, the first of which corresponds to the value of β, i.e., the lattice spacing. The second
digit can be either 0 or 5, where the former stands for open boundary conditions in time and
the latter for (anti-)periodic boundary conditions. The last digit simply enumerates ensembles
with otherwise identical IDs, for example at different pion masses or even on different quark
mass trajectories.

3and therefore slightly differ from the ones quoted in Ref. [115].
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Table 4.1: Overview of the ensembles used in this thesis. N conn,disc
cfg refer to the number of

configurations used for the computation of the quark-connected and -disconnected
contributions, respectively (cf., section 5.4). The remaining columns are explained
in the text.

ID β tsym
0 /a2 a [fm] Nτ Ns Mπ [MeV] mN [MeV] N conn

cfg Ndisc
cfg

C101 3.40 2.860(11) 0.08553(54) 96 48 227 977 1988 994
N101 3.40 2.860(11) 0.08553(54) 128 48 283 1031 1588 1588
H105 3.40 2.860(11) 0.08553(54) 96 32 283 1051 1024 1024
D450 3.46 3.659(16) 0.07561(48) 128 64 218 977 498 498
N451 3.46 3.659(16) 0.07561(48) 128 48 289 1054 1010 1010
E250 3.55 5.164(18) 0.06365(40) 192 96 130 939 398 796
D200 3.55 5.164(18) 0.06365(40) 128 64 207 991 1996 998
N200 3.55 5.164(18) 0.06365(40) 128 48 281 1064 1708 1708
S201 3.55 5.164(18) 0.06365(40) 128 32 295 1136 2092 2092
E300 3.70 8.595(29) 0.04934(31) 192 96 176 976 569 569
J303 3.70 8.595(29) 0.04934(31) 192 64 266 1046 1073 1073
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Matrix elements of current operators between nucleon states can be used to probe the internal
structure of nucleons. Since the dynamics at the typical hadronic scales is entirely dominated
by the strong nuclear force, the structure of hadrons can be studied to a good approximation
in pure QCD. The coupling of QCD at these scales is large, as can be seen from fig. 2.1. This
implies that perturbation theory cannot be applied; a non-perturbative treatment is absolutely
required. Lattice QCD provides a versatile, well-tested and systematically improvable tool for
such non-perturbative studies.

The calculation of physically interesting quantities from the lattice proceeds in three essential
steps: Firstly, gauge configurations following the distribution eq. (3.50) are generated. This is
the topic which we have discussed in the previous chapter. Secondly, one measures observables,
typically n-point correlation functions involving the particles of interest, on the previously
generated background gauge fields. In the present chapter, we shall be concerned with this
step. Lastly, the data for the correlation functions need to analyzed in order to extract the
physically relevant properties which will enable a comparison to experiments. Accordingly, the
next chapter will be dedicated to our data analysis.

A systematic framework for the computation of nucleon matrix elements on the lattice
already exists. In the following, we will focus on the electromagnetic structure of the nucleon
as parametrized by the corresponding form factors, and present the relevant observables as well
as the strategies used for their calculation (“measurement”). This chapter is partly inspired by
the PhD theses [67, 84].

5.1 Electromagnetic form factors and radii
In order to study the internal structure of nucleons experimentally, one can scatter low-
energy leptons off them. The latter have the advantage of being elementary particles with no
complicated internal structure themselves, which significantly simplifies the description of the
scattering process. For the scattering amplitude to be sensitive to the electromagnetic properties
of the nucleon, the leptonic probe needs to be charged. The simplest charged lepton is the
electron which is therefore widely used as a precision probe of the electromagnetic structure of
the nucleon.

The single-photon-exchange amplitude contributing to the corresponding elastic scattering
cross section can be parametrized by matrix elements of the electromagnetic current between
final and initial nucleon states [147]. In Minkowski space, we define these matrix elements as
〈
N(p′(M), s′)

∣∣∣V (M)µ
em (x(M))

∣∣∣N(p(M), s)
〉

= eiq
(M)·x(M)

ūs
′(p′(M))V(M)µ

em (q(M))us(p(M)), (5.1)

where N(p(M), s) denotes a nucleon state with Minkowski three-momentum p(M) and spin
s, us(p(M)) the corresponding Dirac spinor, and q(M)µ = p′(M)µ − p(M)µ the Minkowski four-
momentum transfer. The electromagnetic vector current of quarks is given by the sum over the
flavor-diagonal currents [64],

V (M)µ
em (x(M)) =

∑

f

QfV (M)µf (x(M)) =
∑

f

Qf ψ̄f (x(M))γ(M)µψf (x(M)), (5.2)
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5.1 Electromagnetic form factors and radii

where Qf is the charge (in units of the elementary charge e) of quark flavor f . Thus, we have

V (M)µ
em = 2

3V
(M)µu − 1

3V
(M)µd − 1

3V
(M)µs + · · · = 1

6

(
V (M)µS + 3V (M)µV

)
+ · · · , (5.3)

where the ellipsis denotes the terms for the charm and heavier quarks, and we have defined
for future convenience the isovector and isoscalar combinations V = u− d and S = u+ d− 2s,
respectively.

In eq. (5.1), we have furthermore introduced the photon-nucleon vertex function V(M)µ
em (q(M)).

Lorentz invariance, parity conservation and the conservation of the vector current (in the
continuum) can be used to constrain the most general form which V(M)µ

em can take. Further
employing the Gordon identity, one can write the vertex function as [64]

V(M)µ
em (q(M)) = γ(M)µFN1 (q2) + i

σ(M)µνq
(M)
ν

2mN
FN2 (q2), (5.4)

where mN is the mass of the nucleon, σ(M)µν = i/2[γ(M)µ, γ(M)ν ], and we have introduced the
nucleon’s Dirac and Pauli form factors FN1 and FN2 , which can only depend on q2. In an
electron-nucleon scattering context, FN1 represents the (electron) helicity-conserving and FN2
the (electron) helicity-flip amplitude [147]. However, the electric and magnetic Sachs form
factors [147]

GNE (Q2) = FN1 (Q2)− Q2

4m2
N

FN2 (Q2), GNM (Q2) = FN1 (Q2) + FN2 (Q2), (5.5)

are the experimentally more relevant linear combinations, as we shall see below. Here, we
have defined Q2 = −q2, so that Q2 > 0 in the space-like region (which is the only region
accessible on a Euclidean lattice). The form factors are thus the essential quantities necessary
for understanding the behavior of nucleons in low-energy scattering experiments, i.e., their
response to external probes.

The differential cross section for elastic electron-proton scattering in the one-photon-exchange
approximation is given by [147]

dσ

dΩe
= α2

em
4E2

e

cos2(θe/2)
sin4(θe/2)

E′
e

Ee

ϵ(GpE(Q2))2 + τ(GpM (Q2))2

ϵ(1 + τ) , (5.6)

where Ee and E′
e are the energies of the incident and scattered electron, respectively, θe is the

electron scattering angle and αem the electromagnetic fine-structure constant. Moreover, we
have defined the kinematic parameters τ and ϵ,

τ = Q2

4m2
N

, ϵ =
[
1 + 2(1 + τ) tan2

(
θe
2

)]−1
. (5.7)

A simple technique to disentangle the contributions of the electric and magnetic form factor to
the cross section is to perform a Rosenbluth separation. Here, one measures the cross section
for different beam energies and scattering angles. At constant Q2 = 4EeE′

e sin2(θe/2), i.e.,
constant τ , one can then perform a linear fit to the reduced cross section,

σR = 4E2
e

α2
em

sin4(θe/2)
cos2(θe/2)

Ee
E′
e

ϵ(1 + τ) dσ
dΩe

= ϵ(GpE(Q2))2 + τ(GpM (Q2))2, (5.8)

as a function of ϵ, and extract the slope (GpE)2 and the intercept τ(GpM )2 [147]. For modern
experiments with a large number of data points, one can alternatively directly fit the measured
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cross sections to the ones obtained from different models for the form factors, an approach
extensively studied in Ref. [14].

In the limit Q2 → 0, the virtual photon which mediates the electromagnetic interaction
between the electron and the nucleon has a very long wavelength. Thus, it sees the nucleon
as a point-like particle with a given electric charge z (+1 for the proton, 0 for the neutron)
and magnetic moment µM . In this limit, the form factors therefore become GE(0) = z and
GM (0) = µM [147]. These relations can also be strictly derived by using the non-relativistic
limit of the spinors in eq. (5.1) [64]. For small but finite Q2, the electric form factor dominates
the cross section eq. (5.6) which then takes the form of the cross section for an electron scattering
from a static charge distribution. Hence, in this limit, the electric and magnetic form factors
can be interpreted as the Fourier transforms of the nucleon’s charge and magnetization densities,
respectively [147].1

Analogously, the radii of these distributions can be defined as the slope of the corresponding
form factors at Q2 = 0 [147],

⟨r2
E,M ⟩ = − 6

GE,M (0)
∂GE,M (Q2)

∂Q2

∣∣∣∣
Q2=0

. (5.9)

For the electric radius of the neutron, which is electrically neutral and thus has GnE(0) = 0, the
normalization factor is omitted from the definition,

⟨r2
E⟩

n = −6 ∂GnE(Q2)
∂Q2

∣∣∣∣
Q2=0

. (5.10)

Note that it will turn out that ⟨r2
E⟩

n
< 0. This clearly shows that while this definition of radius

is useful to gain insights about the charge distribution inside the neutron, it can obviously not
define its size [148].

A quantity which comes closer to the classical notion of size is the mechanical radius. It is
defined in terms of the D-term of the nucleon,

⟨r2
mech⟩ = 6D(0)∫∞

0 dQ2D(Q2)
. (5.11)

The D-term is one of the nucleon’s gravitational form factors which are defined by the nucleon
matrix elements of the energy-momentum tensor [149, 150]. The calculation of such observables
is, however, outside the scope of this thesis which has a focus on the electromagnetic form
factors and the corresponding radii given by eqs. (5.9) and (5.10).2

In Lattice QCD, we work in a Euclidean space-time, while the nucleon matrix elements
we are interested in are defined in Minkowski space (cf., eqs. (5.1) and (5.4)). Therefore, we
need to translate these to the Euclidean notation. In the following, we will not translate the
zero-component of the momentum, because it permits the interpretation as energy only in
Minkowski space, p(M)0 = Ep. We will hence work with the energies instead. For the Fourier
phase factor in eq. (5.1), we obtain using eqs. (2.40) and (2.41),

eiq
(M)·x(M) = eiq

(M)
0 x(M)0+iq(M)

k x(M)k = e(Ep′ −Ep)x(E)
0 −iq(E)

k x
(E)
k . (5.12)

Regarding the photon-nucleon vertex function, we start by noting that if one uses the conserved
vector current (cf., eqs. (3.84) and (3.85)), the same arguments which lead to the continuum
parametrization in eq. (5.4) are also valid on the lattice.

1Note that in a relativistic setting at arbitrary Q2, the interpretation of the form factors is not as straightforward
any more.

2For a recent lattice calculation of the proton’s D-term and mechanical radius, we refer to Ref. [151].
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5.1 Electromagnetic form factors and radii

For the translation of this equation to Euclidean space-time, we need to take the different
convention used for the Dirac matrices into account. It is related to the Minkowski convention
by eq. (2.45). First of all, we notice that we are interested in the matrix elements of the
vector current which contains a factor of γµ. Consequently, its spatial components in Euclidean
space differ by a factor of (−i) from those in Minkowski space. In order to compute the
correct Minkowski-space matrix elements, which we are ultimately interested in, we take this
factor of (−i) directly into account in our definition of V(E)

em,k. The term proportional to FN1
in eq. (5.4) hence takes the same form in Minkowski and in Euclidean space. For the term
proportional to FN2 , we remind the reader that we have defined σ(M)µν = i/2[γ(M)µ, γ(M)ν ] and
σ

(E)
µν = 1/2[γ(E)

µ , γ
(E)
ν ]. Using eq. (2.45), we thus have that σ(E)

0j = −σ(M)0j and σ
(E)
jk = iσ(M)jk.

With these conventions, we find for the photon-nucleon vertex function in Euclidean notation,

V(E)
em,0 = V(M)0

em = γ(M)0FN1 (Q2) + i
σ(M)0kq

(M)
k

2mN
FN2 (Q2) = γ

(E)
0 FN1 (Q2) + i

σ
(E)
0k q

(E)
k

2mN
FN2 (Q2),

(5.13)

V(E)
em,k = −iV(M)k

em = −i
[
γ(M)kFN1 (Q2) + i

2mN
(σ(M)k0q

(M)
0 + σ(M)kjq

(M)
j )FN2 (Q2)

]

= γ
(E)
k FN1 (Q2) + i

iσ
(E)
k0 (Ep′ − Ep) + σ

(E)
kj q

(E)
j

2mN
FN2 (Q2). (5.14)

In the following, we will drop the superscripts (E) again, so that all quantities are implicitly
Euclidean, unless otherwise noted.

For the lattice computation, it is convenient to use the isospin basis, i.e., the currents V µS

and V µV instead of the electromagnetic combination in eq. (5.2). Moreover, we assume strong
SU(2) isospin symmetry, so that we only need to calculate matrix elements with the proton
interpolator from eq. (3.76). The matrix elements of the electromagnetic vector current between
proton states can be reconstructed from the ones of the isovector and isoscalar vector currents
simply by building the correct linear combination according to eq. (5.3),

⟨p|V µ
em|p⟩ = 1

6
(
⟨p|V µS |p⟩+ 3 ⟨p|V µV |p⟩

)
. (5.15)

Here, we neglect the contributions of the charm and heavier quarks, which are expected to be
much smaller than our statistical uncertainties.

Deriving the equation needed to infer the matrix elements of the neutron from those computed
for the proton requires somewhat more algebra. Under the assumption of SU(2) isospin
symmetry, it follows from an application of the Wigner-Eckart theorem in isospin space that
[53]

⟨p|V µ
em|p⟩ − ⟨n|V µ

em|n⟩ = ⟨p|V µV |p⟩ . (5.16)

Therefore, we find using eq. (5.15),

⟨n|V µ
em|n⟩ = ⟨p|V µ

em|p⟩ − ⟨p|V µV |p⟩ = 1
6
(
⟨p|V µS |p⟩+ 3 ⟨p|V µV |p⟩

)
− ⟨p|V µV |p⟩

= 1
6
(
⟨p|V µS |p⟩ − 3 ⟨p|V µV |p⟩

)
, (5.17)

i.e., the same form as for the proton, but with the opposite sign in front of the isovector
contribution. This means that it is sufficient to compute the separate matrix elements of the
isovector and isoscalar vector currents only between proton states in order to obtain both
⟨p|V µ

em|p⟩ and ⟨n|V µ
em|n⟩.
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5.2 Propagator calculation
The lattice calculation of the desired nucleon matrix elements requires the evaluation of
observables which depend on the fermion fields, both via the nucleon interpolators eqs. (3.76)
and (3.79) and via the vector current. As noted at the end of section 3.2.1, such expectation
values can be expressed in terms of propagators by applying Wick’s theorem eq. (2.39). Therefore,
we need an efficient way to evaluate propagators, i.e., inverses of the Dirac operator, on a given
background gauge field.

Even if the Dirac matrix Q itself is local, as is the case for Wilson-Clover fermions, its inverse
Q−1 is not. Hence, the full propagator is a dense and far too large matrix to keep it in computer
memory. However, its entries are highly correlated because they all describe propagation on
the same background gauge field [83]. This reduces the information content of the matrix and
thus allows one to calculate only parts of it.

In particular, instead of all-to-all propagators Q−1(y, x)βk,αj between two arbitrary lattice
sites y and x with Dirac indices β and α and color indices k and j, respectively, we consider
point-to-all propagators Q−1(y, x0)βk,α0j0 , where the coordinate of the source x0 and its indices
α0, j0 are fixed. For this purpose, we introduce point sources

S
(x0,α0,j0)
0 (x)αj = δxx0δαα0δjj0 , (5.18)

so that we can write [83]

Q−1(y, x0)βk,α0j0 =
∑

x,α,j

Q−1(y, x)βk,αjS(x0,α0,j0)
0 (x)αj . (5.19)

The point sources are placed at the position x0 of the nucleon source interpolator, while the
sink is projected to a definite momentum p′. Since this Fourier transformation involves a sum
over the lattice, what we need to compute is exactly the propagator from x0 to any lattice
site y, i.e., the point-to-all propagator in eq. (5.19) for all 12 combinations of Dirac and color
indices (α0, j0) at x0.

One can make use of the translation invariance on a lattice with periodic boundary conditions
by calculating the observables for several choices of x0 on the same gauge configuration and
averaging the results. A slightly more advanced strategy to implement this idea in practice
will be presented in section 5.3.4. Moreover, we smear the point sources over a finite spatial
range in order to increase the overlap of our interpolator with the nucleon ground state, a topic
which will be discussed in more detail in section 5.3.3. We will come back to all the concrete
expressions we evaluate in the following two sections.

According to eq. (5.19), the remaining problem consists in computing the action of the inverse
Dirac operator on a quark source, G = Q−1S. This is equivalent to solving the linear system
QG = S for G, which can be implemented taking advantage of the solver optimizations which
were developed for the calculation of the fermion forces in the HMC (cf., section 4.2.6).

5.3 The nucleon two-point function
The first important observable which we need to measure on the lattice in order to gain insight
about the internal structure of the nucleon is its two-point function. We will start by discussing
these two-point functions and their computation in the present section, before moving on to
the more complicated case of the three-point functions, from which we will obtain the matrix
elements eq. (5.1), in the next section. The two-point function is needed because it provides
us with information about the nucleon mass on the employed ensembles as well as on a priori
unknown overlap factors which also enter in the three-point functions, as we shall see.
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On a given gauge configuration, we define the momentum-projected nucleon two-point
function as follows,

C2(p′;x, y0) =
∑

y
e−ip′·(y−x) tr[ΓpN(y)N̄(x)], (5.20)

where the trace is taken over Dirac space, and N is the nucleon interpolator from eq. (3.76).
According to eq. (3.78), the projection matrix Γp needs to be proportional to 1/2(1+γ0) to ensure
positive parity. We can also multiply it by an additional factor of (1+ iγ5γj) to polarize the spin
of the nucleon in the j-direction. Depending on the exact point where the two-point function is
needed in the analysis, we adopt different choices of Γp, which we will define accordingly in
chapter 6.

On a lattice with periodic boundary conditions (or in the bulk of a lattice with open
boundary conditions), the expectation value of C2 can only depend on the source-sink separation
tsep = y0 − x0 due to translation invariance. Analogously, it should not depend on the spatial
source position x. Therefore, we place the nucleon creation interpolator on different source
positions x and average the corresponding results. On ensembles with open boundary conditions
in time, we need to take care that the time component x0 lies sufficiently far in the bulk of the
lattice, a topic which will be discussed in detail in section 5.3.5.

5.3.1 Spectral representation of the nucleon two-point function
In order to clarify the physical significance of the expectation value of the two-point function,
we will now derive its spectral representation. Without loss of generality, we can set, for the
purpose of this calculation, the source position x to zero and omit the average over sources. We
will start by inserting a complete set of states |n, s⟩ which are eigenstates of the Hamiltonian
H according to H |n, s⟩ = En |n, s⟩, i.e., n labels the energy and s the spin. The completeness
relation reads in our convention,

1 =
∑

n,s

1
2En

|n, s⟩ ⟨n, s| . (5.21)

Furthermore using the Heisenberg evolution in (Euclidean) time of the Hilbert space operator
N̂ corresponding to the interpolator N , we obtain,

⟨C2⟩ (p′; y0) =
∑

y
e−ip′·y

∑

n,s

1
2En

tr
[
Γp ⟨0|N̂(y)|n, s⟩ ⟨n, s|N̂ †(0)|0⟩

]

=
∑

y
e−ip′·y

∑

n,s

1
2En

tr
[
Γp
〈

0
∣∣∣ eHy0N̂(0,y)e−Hy0

∣∣∣n, s
〉
⟨n, s|N̂ †(0)|0⟩

]

=
∑

y
e−ip′·y

∑

n,s

e−Eny0 1
2En

tr
[
Γp ⟨0|N̂(0,y)|n, s⟩ ⟨n, s|N̂ †(0)|0⟩

]
, (5.22)

where we have set the vacuum energy to zero, i.e., we have defined H |0⟩ = 0.
We assume that the overlaps of N̂ with the |n, s⟩ states satisfy

⟨0|N̂(0,y)|n, s⟩ = eipn·ycn(pn)us(pn), (5.23)
⟨n, s|N̂ †(0,y)|0⟩ = e−ipn·yc∗

n(pn)ūs(pn), (5.24)

where pn is the total three-momentum corresponding to the state |n, s⟩, and the overlap
functions cn(pn) are a priori unknown. Inserting this into eq. (5.22) yields

⟨C2⟩ (p′; y0) =
∑

n

∑

y
e−i(p′−pn)·ye−Eny0 |cn(pn)|2

2En
tr
[

Γp
∑

s

us(pn)ūs(pn)
]
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=
∑

n

δp′,pne
−Eny0 |cn(p′)|2

2En
tr
[

Γp
∑

s

us(p′)ūs(p′)
]
. (5.25)

The Dirac spinors fulfill in Minkowski space the following spin sum rule [64],
∑

s

us(p(M))ūs(p(M)) = p(M)
µ γ(M)µ +mN = Epγ

(M)0 + p
(M)
k γ(M)k +mN . (5.26)

Using eqs. (2.41) and (2.45), we can easily translate this to the Euclidean notation,
∑

s

us(p(E))ūs(p(E)) = Epγ
(E)
0 − ip(E)

k γ
(E)
k +mN . (5.27)

Therefore, eq. (5.25) becomes

⟨C2⟩ (p′; y0) =
∑

n

δp′,pne
−Eny0 |cn(p′)|2

2En
tr
[
Γp(Ep′γ0 − ipkγk +mN )

]
. (5.28)

As stated above, Γp is either Γp0 = 1/2(1 + γ0) or Γpj = 1/2(1 + γ0)(1 + iγ5γj). The trace can be
evaluated using the anticommutation relations of the Dirac matrices, the definition of γ5 in
eq. (2.46), and their well-known trace relations. Since the term proportional to γ5γj does not
contribute in the trace of eq. (5.28), the result is the same for all choices of Γp,

⟨C2⟩ (p′; y0) =
∑

n

δp′,pne
−Eny0 |cn(p′)|2

En
(Ep′ +mN ) y0≫0−−−→ e−Ep′y0 |cN (p′)|2

(
1 + mN

Ep′

)
.

(5.29)
For y0 →∞, only the state with the lowest energy among those which couple to N̂ (by having
the same quantum numbers) and which have the correct momentum p′, i.e., among those with
non-zero overlap factors cn(p′), contributes. By construction, this is the nucleon state with
momentum p′ and energy Ep′ =

√
p′2 +m2

N . For finite y0, eq. (5.29) describes a tower of
exponentials with increasing energy to which all the aforementioned states contribute.

5.3.2 Implementation of the nucleon two-point function

To compute the expectation value of a fermionic observable O[U, ψ̄, ψ] =
∏Nf

f=1O
f [U, ψ̄f , ψf ]

on the lattice, we need to evaluate the following functional integral,

⟨O⟩F [U ] = 1
ZF [U ]

Nf∏

f=1

∫
[dψ̄f ][dψf ]Of [U, ψ̄f , ψf ] exp


−

∑

x,y∈Λ
ψ̄f (x)Qf [U ](x, y)ψf (y)


 ,

(5.30)
where ZF [U ] =

∏Nf

f=1 det(Qf [U ]). Comparing to eq. (3.44), it follows that the full Lattice-QCD
expectation value of O is given by

⟨O⟩ = 1
ZLQCD

∫
[dU ] exp(−SG[U ])ZF [U ] ⟨O⟩F [U ] = 1

ZLQCD

∫
[dU ] exp(−Seff [U ]) ⟨O⟩F [U ]

= ⟨⟨O⟩F ⟩G . (5.31)

This can be computed from the usual gauge configurations which have been generated according
to the distribution eq. (3.50) in the same way as for observables which only depend on the
gauge field to start with.
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In order to apply the above strategy to the nucleon two-point function, we plug eqs. (3.76)
and (3.79) into eq. (5.20) and use Wick’s theorem eq. (2.39) to evaluate the fermionic integral,

⟨C2⟩F =
〈∑

y
e−ip′·(y−x) tr[ΓpN(y)N̄(x)]

〉

F

=
〈∑

y
e−ip′·(y−x)Γpβαϵjklψ

u
αj(y)ψuγk(y)Cγδγ5,δϵψ

d
ϵl(y)

ϵmnoψ̄
d
ρm(x)γ5,ρσC

†
σµψ̄

u
µn(x)ψ̄uβo(x)

〉

F

=
∑

y
e−ip′·(y−x)ΓpβαϵjklϵmnoCγδγ5,δϵγ5,ρσC

†
σµS

d(y − x)ϵl,ρm
[Su(y − x)αj,βoSu(y − x)γk,µn − Su(y − x)αj,µnSu(y − x)γk,βo]

(5.32)

=
d d
u u

u u

x y

−
d d
u

uu

u

x y

(5.33)

We thus obtain two different Wick contractions corresponding to the two possible permutations
of the u-quarks. Both diagrams are, however, of the same type and only differ by the indices of
the u-quark propagators. For fixed source position x, we can hence express ⟨C2⟩F in terms of
point-to-all propagators Sf (y−x) ≡ (Qf )−1(y−x) which can be calculated with the point-source
technique introduced in section 5.2.

As is evident from eq. (5.32), the translation invariance of the two-point function is already
realized on the level of the fermionic expectation value. Therefore, we can average over different
source positions xj before taking the gauge average,

⟨C2⟩ (p′; tsep) = ⟨⟨⟨C2⟩F ⟩S⟩G (p′; tsep) =
〈

1
Ns

Ns∑

j=1

〈∑

y
e−ip′·(y−xj) tr[ΓpN(y)N̄(xj)]

〉

F

〉

G

.

(5.34)
This means that we can even choose a different sef of source positions on each configuration,
which slightly increases the effective statistics compared to the traditional setup of using a
fixed set of source positions across all configurations. Irrespective of the boundary conditions,
the sources can only be placed on edges of sub-blocks of the lattice because of the even-odd
preconditioning (cf., section 4.2.1) and SAP-based preconditioning (cf., section 4.2.6) of the
Dirac operator. In particular, the size of these sub-blocks needs to be compatible with the
block size employed for the Schwarz preconditioning. On a given configuration, all sources have
to be placed at the same “local” position within the sub-block, while in principle, this position
is allowed to vary between configurations.

Equation (5.32) shows that the nucleon two-point function can be computed from the gauge
average of a product of three fermion propagators. The variance of a Monte-Carlo estimate of
such a correlation function is proportional to its fluctuation [152],

σ2
C2 ∝

1
N

(
⟨S3(S†)3⟩ − ⟨S3⟩2

)
, (5.35)

where N is the number of employed gauge configurations. Using a construction similar to the
one in section 5.3.1, one can show that the first term in eq. (5.35) is, at large tsep, dominated
by an exponential falling off with the energy of the lowest state coupling to three quarks and
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three antiquarks. As this is a state consisting of three pions rather than a nucleon-antinucleon
pair, one expects [152]

σC2(p′ = 0; tsep) ∝ 1√
N

exp
(
−3

2Mπtsep

)
, (5.36)

so that the signal-to-noise ratio is

⟨C2⟩ (p′ = 0; tsep)
σC2(p′ = 0; tsep) ∼

√
N exp

[
−
(
mN −

3
2Mπ

)
tsep

]
. (5.37)

Since mN ≫ 3/2Mπ on all ensembles employed in this thesis (cf., table 4.1), the signal-to-noise
ratio falls off exponentially with increasing source-sink separation. This argument can easily be
generalized to non-zero p′, where the masses need to be replaced by the energies corresponding
to p′.

One hence faces a trade-off between reducing excited-state contamination and growing
relative statistical noise, rendering the determination of appropriate fit ranges an involved task.
Strategies to deal with this complication will be outlined in chapter 6; for the specific case of
the two-point function and the determination of the nucleon mass from it see section 6.4.1.

5.3.3 Smearing
The aforementioned noise problem underlines the necessity to increase the overlap of the
employed interpolators with the desired ground state, here the nucleon. This enables one to
use smaller source-sink separations which have a better signal-to-noise ratio in the analysis.
In the discussion so far, the source interpolator has been placed on a single space-time point
x (cf., eq. (5.18)). The nucleon is, however, not point-like, but its wave function has a finite
spatial extent. A more realistic wave function can thus be obtained by smearing the nucleon
source over a range of spatial positions. For this purpose, we define smeared quark fields as a
linear combination of the original fields at several spatial positions in the vicinity of the point
of interest x [83],

ψ̃f (x0,x)αj =
∑

x′,α′,j′

S(x,α,j)(x′)α′j′ψf (x0,x′)α′j′ , (5.38)

˜̄ψf (x0,x)αj =
∑

x′,α′,j′

S̄(x,α,j)(x′)α′j′ψ̄f (x0,x′)α′j′ . (5.39)

To compute observables, the quark fields are integrated out according to eq. (5.30), yielding
quark propagators instead. Hence, we need to derive the smeared quark propagator [83],

(Q̃f )−1(y, x)βk,αj =
〈
ψ̃f (y)βk ˜̄ψf (x)αj

〉
F

=
〈 ∑

x′,α′,j′

y′,β′,k′

S(y,β,k)(y′)β′k′ψf (y0,y′)β′k′S̄(x,α,j)(x′)α′j′ψ̄f (x0,x′)α′j′

〉

F

=
∑

x′,α′,j′

y′,β′,k′

S(y,β,k)(y′)β′k′(Qf )−1(y′, x′)β′k′,α′j′S̄(x,α,j)(x′)α′j′ . (5.40)

Here, we have defined x′
0 = x0 and y′

0 = y0.
In the numerical calculation, the construction of this quark propagator from a smeared source

to a smeared sink can be implemented in three steps [153]. First, one applies the smearing
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function S̄ to a point source eq. (5.18) (which is nothing else than choosing a point x and
indices α, j). Next, one solves the Dirac equation

∑

y,β,k

Qf (x′, y)α′j′,βk(
˜
Qf )−1(y, x)βk,αj = S̄(x,α,j)(x′)α′j′ (5.41)

to obtain the propagator from the smeared source to a point-like sink,

(
˜
Qf )−1(y, x)βk,αj =

∑

x′,α′,j′

(Qf )−1(y, x′)βk,α′j′S̄(x,α,j)(x′)α′j′ . (5.42)

Lastly, the smearing function S is applied to (
˜
Qf )−1,

∑

y′,β′,k′

S(y,β,k)(y′)β′k′(
˜
Qf )−1(y′, x)β′k′,αj = (Q̃f )−1(y, x)βk,αj , (5.43)

thus yielding eq. (5.40).
In this construction, the source and sink smearing functions S̄ and S, respectively, are still

arbitrary, allowing many possible smearing schemes. An intuitively well motivated shape for
the smearing is Gaussian. Moreover, it is advantageous to define gauge-covariant smearing
functions, because otherwise the gauge in the considered timeslice(s) would need to be fixed
[83]. Therefore, it has been suggested in Ref. [153] to generate the smeared source iteratively,

S̃(x,α,j)(x′)α′j′ =
∑

x′′,α′′,j′′

S̄(x′,α′,j′)(x′′)α′′j′′S
(x,α,j)
0 (x′′)α′′j′′

=
∑

x′′,α′′,j′′

[
(1 + κGHG)NG

]
(x′, x′′)α′j′,α′′j′′S

(x,α,j)
0 (x′′)α′′j′′ , (5.44)

i.e., the operator (1 + κGHG) is applied NG times, starting from a point source. Here, HG is
the spatial hopping matrix,

HG(x, x′)αj,α′j′ = δαα′

3∑

µ=1

[
Uµ(x)jj′δx′,x+aµ̂ + U †

µ(x− aµ̂)jj′δx′,x−aµ̂

]
. (5.45)

This means that the smearing only acts on the spatial and color indices, but leaves the Dirac
components of the spinors invariant. Moreover, the different lattice sites are appropriately
connected by gauge links, rendering the smearing functions gauge covariant. The sources
resulting from this so-called Wuppertal smearing were found to be rotationally invariant and
approximately Gaussian in shape [153].

The smearing prescription eq. (5.44) has two free parameters: κG and the number of iterations
NG. These can be tuned to achieve the desired profile. To quantify the spatial size of the
smeared source, one introduces the smearing radius [154],

r2
sm(x) =

∑
x′ |x′ − x|2∥S̃(x)(x′)∥2∑

x′ ∥S̃(x)(x′)∥2 , (5.46)

where x is the location of the source. This definition depends on the background gauge field,
because the latter enters HG and thus the smeared source S̃. We choose κG and NG such that a
smearing radius of rsm ≈ 0.5 fm is realized on average. Consequently, our sources have roughly
the size of the proton, which leads to an improved overlap with the proton ground state, as
illustrated in fig. 5.2 below. Of course, this argument is somewhat heuristic and many other
smearing schemes and/or parameter choices are conceivable.
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(1− α) + α
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Figure 5.1: Illustration of the APE smearing procedure for a gauge link in z-direction (adapted
from Ref. [155])

To further improve the signal of correlation functions, it is desirable to reduce the influence
of the unphysical short-distance fluctuations of the gauge field on the interpolators. For this
purpose, one can replace the gauge fields entering the (fermion) smearing operator via eq. (5.45)
by smeared gauge fields [155]. The basic idea is to replace each gauge link entering eq. (5.45)
by a local average over short paths connecting the link’s endpoints. This is a gauge-covariant
procedure, so that no gauge fixing is required [83]. Concretely, we use the version of Ref. [83] of
the APE smearing originally proposed in Ref. [155]. However, we do not modify the time-like
links and only average over purely space-like paths, as in Ref. [155]. Thus, the average is taken
over the original link and the four neighboring space-like staples (plaquettes missing one link)
connecting its endpoints,

Uj(x)→ PSU(3)


(1− α)Uj(x) + α

6
∑

η=±

∑

k ̸=j
Cηjk(x)


 , (5.47)

C+
jk(x) = Uk(x)Uj(x+ ak̂)U †

k(x+ aȷ̂), (5.48)

C−
jk(x) = U †

k(x− ak̂)Uj(x− ak̂)Uk(x− ak̂ + aȷ̂). (5.49)

This is illustrated in fig. 5.1. The right-hand side of eq. (5.47) needs to be projected back to
SU(3), for which an approximate algorithm is used in the numerical implementation.

The procedure can be iterated, and the number of iterations as well as the parameter α can
be adjusted. We use α = 0.6 and 15 iterations of eq. (5.47) for all values of the gauge coupling
β. Therefore, the gauge-field smearing radius vanishes in the continuum limit, so that the
continuum long-distance correlation functions are not altered [83].

The effect of the smearing on the two-point function is illustrated in fig. 5.2 for the ensemble
N451. In the left panel, the expectation value ⟨C2⟩ (0; tsep) is shown, while in the right panel,
one can see the effective energy

aEeff(p′; tsep) = ln ⟨C2⟩ (p′; tsep)
⟨C2⟩ (p′, tsep + a) , (5.50)

again at p′ = 0. According to eq. (5.29), the effective energy converges for tsep → ∞ to the
ground-state energy, here the nucleon mass. Therefore, we call Eeff(p′ = 0) also effective
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Figure 5.2: Comparison of the two-point function calculated from smeared-to-local and smeared-
to-smeared propagators on the ensemble N451. The points are horizontally displaced
for better visibility.

mass meff . In both panels of fig. 5.2, we compare the two-point functions calculated from
smeared-to-local and smeared-to-smeared propagators, i.e., the only difference between the
two data sets is in the smearing of the sink. One can see that smearing the sink in addition
to the source further helps in reducing the excited-state contamination at small source-sink
separations, so that a plateau is reached earlier. For both data sets, the exponential error
growth expected from eq. (5.37) and a corresponding increase in the statistical fluctuations is
clearly visible in the effective mass at large source-sink separations (cf., right panel of fig. 5.2).

Moreover, smearing both the source and the sink makes the procedure symmetric, thus
ensuring that the overlap factors cn in eqs. (5.23) and (5.24) are indeed identical (up to complex
conjugation). This guarantees that the spectral representation of the two-point function is
given by a sum of exponentials with positive coefficients (cf., eq. (5.29)). It has been worked out
in the appendix of Ref. [53] that applying a spatial smearing on a fixed timeslice (the one where
the source is located) leads to spectral representations of smeared-to-smeared two-point as well
as three-point functions which are formally identical to the non-smeared case (cf., eqs. (5.28)
and (5.54)), even if the objects u, ū in eqs. (5.23) and (5.24) cannot strictly be interpreted as
Dirac spinors any longer.

5.3.4 The truncated-solver method
The most expensive part of computing fermionic observables on the lattice is usually the
inversion of the Dirac operator required to calculate propagators. A significant speedup (in
terms of required computing time per achievable precision) can be reached by noticing that the
Dirac equation does not need to be solved with high precision for all sources. This is the basic
idea of the truncated-solver method [156–158]: One uses a relaxed stopping criterion for the
majority of sources. To correct for the bias introduced in this way, one treats a small number
of sources additionally with high-precision solves. Thus, we decompose the source average of
an observable O as follows,3

⟨O⟩S = 1
NLP

NLP∑

j=1
OLP(xj) + 1

NHP

NHP∑

j=1
[OHP(xj)−OLP(xj)], (5.51)

3Here, we assume that in O the fermion fields have already been integrated out.
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where HP denotes high-precision and LP low-precision solves, and the xj label the corresponding
source positions. For the first NHP sources, both low- and high-precision solves are performed,
so that the bias introduced by the former can be estimated. This bias is then subtracted
from the average over all sources with low-precision solves, yielding an unbiased and improved
estimator for O. In practice, we observe that the bias term is almost negligibly small for
our observables. Therefore, we can choose NLP ≫ NHP (cf., table 5.1), so that the overall
computing time is dominated by the low-precision solves.

5.3.5 Additional measurements on ensembles with open boundary conditions
On ensembles with periodic boundary conditions, the sources can be distributed randomly
on the entire lattice volume, subject to the constraints pointed out below eq. (5.34). On
ensembles with open boundary conditions in time, by contrast, the translation invariance is
only (approximately) restored in the bulk of the lattice. Therefore, one needs to take care that
boundary effects do not significantly influence the results computed on such ensembles. For this
purpose, not only the temporal coordinate x0 of the source itself needs to be placed sufficiently
far away from the boundaries, but also that of the sink, which is located at y0 = x0 + tsep. The
minimal distance which the source needs to keep from the boundaries thus depends on the
source-sink separations which one aims to consider.

In the nucleon-structure efforts of the Mainz lattice group, a sufficient suppression of boundary
effects has originally been ensured by placing all sources on a single timeslice for ensembles
with open boundary conditions. However, the independent statistics one can achieve on a single
timeslice is limited and has indeed quickly been exhausted on most ensembles. To overcome
this limitation, it was suggested in Ref. [67] to put sources on additional timeslices, while
closely monitoring the effect of the boundaries on the observables. The increased precision
of the two-point function will become of particular importance for the computation of the
disconnected part of the three-point function (cf., section 5.4.4). We have continued the program
of performing additional measurements of the two-point function, which was also started in
Ref. [67], so that these now exist on all ensembles with open boundary conditions used in this
thesis except S201. For the ensembles which we have treated from scratch (N101, E300 and
J303), the timeslices are chosen randomly in a predefined bulk, and this is done independently
for each configuration, as explained below eq. (5.34).

Since the boundary state has the quantum numbers of the vacuum [118], we expect that the
observable which is most affected by boundary effects is the vacuum quark loop with a scalar
insertion,

Lf1(q) =
∑

z
eiq·z tr

[
⟨ψ̄f (z)ψf (z)⟩F

]
= −

∑

z
eiq·z tr[Sf (z, z)]. (5.52)

We will explain in detail how such observables containing a propagator from a point to itself
can be computed in section 5.4.4. If translation invariance holds, the quark propagator Sf only
depends on the difference of its two arguments, so that the whole expression in eq. (5.52) is
independent of z0. In fig. 5.3, the gauge average of Llight

1 (0) is plotted on the open-boundary
ensemble C101 as a function of the timeslice on which it is evaluated.4 One can clearly observe
the broken translation invariance in the vicinity of the temporal boundaries at least up to
t/a, (T − t)/a ≈ 22, which corresponds in physical units to about 1.9 fm.

Also the nucleon two-point function is influenced by the open boundary conditions. To
facilitate the subsequent discussion, we start by remarking that in principle also the backward-
propagating nucleon can be used in the analysis of the two-point function if the sign of γ0 in the

4For the quark loop, in contrast to the nucleon two-point function, the u- and d-quarks do not need to be
distinguished for the Wick contractions because only one flavor contributes to it.
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Figure 5.3: Gauge average of the scalar light-quark loop at zero momentum on the ensemble
C101 as a function of the timeslice on which it is evaluated

parity-projection operator is flipped (cf., eq. (3.78)). In the following, we will always use the
forward- as well as the backward-propagating nucleon and average over the two corresponding
results for all sources, unless they are excluded by one of the criteria which we will introduce
below.

The influence of the boundary effects on the two-point function on C101 is illustrated in
fig. 5.4, where we compare the results calculated from different subsets of sources according to
their distance to the temporal boundaries. In particular, we show the results obtained imposing
three different minimal distances which the source of the nucleon propagating towards the
boundary needs to keep from the latter: 2.0 fm (which is fulfilled for all computed sources),
2.7 fm (which corresponds to omitting the sources placed on the largest (smallest) timeslice for
the forward (backward) propagating nucleon) and 4.1 fm. If all computed sources are employed
(blue points), the effective mass in the right panel of fig. 5.4 shows an artificial upward bend
starting at tsep ≈ 12a ≈ 1.0 fm. Such a statistically significant upward curvature should not
exist according to eq. (5.29) which predicts the effective mass to be monotonically falling
towards its asymptotic value, and can thus only be explained by boundary effects. Noting
that for the most extreme sources entering this data set, the sink is only 1.0 fm away from the
boundary for tsep = 1.0 fm and propagation towards the boundary, this does not come as a
surprise.

Omitting this most extreme case when determining the two-point function already removes
most of this artefact in the effective mass, as can be seen from the orange set of points in the
right panel of fig. 5.4. Taking a more detailed look at the two-point function itself in the left
panel of fig. 5.4, one observes that for source-sink separations of about 2.0 fm or larger, the
orange points start to deviate significantly from the green ones. The latter have been obtained
with a much more conservative restriction on the distance to the boundary. One has to keep in
mind, however, that imposing a stricter criterion for the distance to the boundary corresponds
to employing fewer of the computed sources in the analysis, leading to larger errors. This can
also be seen in the right panel of fig. 5.4.

Nevertheless, also prompted by the observations made for the scalar quark loop in fig. 5.3,
we impose a minimal distance of 4.0 fm which the source of the nucleon propagating towards
the boundary has to keep from the latter on ensembles with open boundary conditions.5 Only

5On C101, the same set of sources actually fulfills a minimum distance of 4.1 fm, hence the slightly different
number in the legend of fig. 5.4.
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Figure 5.4: Comparison of the two-point function on the ensemble C101 calculated with different
choices for the minimal distance which the source of the nucleon propagating towards
the boundary needs to keep from the latter. The points are horizontally displaced
for better visibility.

sources satisfying this condition are permitted for our determination of the nucleon mass (cf.,
section 6.4.1), allowing us to safely consider source-sink separations of up to 2.0 fm for this
purpose. On S201, the single timeslice on which all sources are placed is less than 4 fm from
the lower temporal boundary of the lattice. Hence, we can only use the forward propagating
nucleon on this ensemble.

The resulting total number of high- and low-precision measurements per ensemble are listed
in table 5.1. Here, we have counted sources on which both propagation directions are employed
twice, and such on which only one propagation direction is used only once. The fact that the
aggregated number of measurements does not divide the number of configurations on some
ensembles means that the number of measurements per configuration is not the same for all
configurations on these ensembles. Duplicate source positions on individual configurations can
arise due to the iterative setup of the runs and the random selection of the source positions.
Such duplicates are not considered in the analysis, i.e., each unique source position is only used
once, leading to the aforementioned effect.

5.4 The nucleon three-point function
The nucleon two-point function introduced in the previous section can be used to determine
the energy of the nucleon for a definite momentum from the lattice. In order to gain insight on
its internal structure, a more advanced observable is required. For the determination of the
electromagnetic form factors, matrix elements of the vector current between nucleon states
are needed, as discussed in section 5.1. Hence, we insert a vector current between the two
nucleon interpolators. This yields a three-point function, which we again project to a definite
sink momentum and momentum transfer,

C3,Vµ(p′,q;x, y0, z0) =
∑

y,z
eiq·ze−ip′·yei(p

′−q)·x tr[ΓpN(y)Vµ(z)N̄(x)]. (5.53)

Similar to the case of C2, translation invariance implies that the expectation value of C3,Vµ only
depends on the source-sink separation tsep = y0 − x0 and the operator insertion time relative to
the source, t = z0 − x0, and not on the source position x.
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Table 5.1: Number of gauge configurations and aggregated number of high-precision (HP) and
low-precision (LP) measurements used for the determination of the nucleon mass

ID Ncfg Nmeas,HP Nmeas,LP

C101 994 9939 301 581
N101 1588 5947 715 624
H105 1024 33 777 313 867
D450 498 7968 127 488
N451 1010 16 160 258 560
E250 796 12 736 407 552
D200 998 9980 303 194
N200 1708 15 372 460 672
S201 2092 4181 96 279
E300 569 1986 255 203
J303 1073 5729 212 829

5.4.1 Spectral representation of the nucleon three-point function
In order to quantify the connection of the nucleon three-point function in eq. (5.53) with the
matrix element in eq. (5.1), we will now derive the spectral representation of the expectation
value of the three-point function. We proceed analogously to section 5.3.1, i.e., set the source
position x to zero, insert complete sets of states |n′, s′⟩ and |n, s⟩ according to eq. (5.21), and use
the Heisenberg evolution in (Euclidean) time of the appearing operators. Moreover, we insert
the overlaps of N̂ with the |n, s⟩ states (cf., eqs. (5.23) and (5.24)) as well as the definition of
the vector current matrix element (cf., eq. (5.1)). Here, we need to use the Euclidean convention
for the Fourier factor according to eq. (5.12). In the last step, we plug in the Euclidean spin
sum rule eq. (5.27). Thus, we obtain,

⟨C3,Vµ⟩ (p′,q; y0, z0) =
∑

y,z
eiq·ze−ip′·y

∑

n′,s′

∑

n,s

1
4En′En

tr[Γp ⟨0|N̂(y)|n′, s′⟩ ⟨n′, s′|Vµ(z)|n, s⟩
⟨n, s|N̂ †(0)|0⟩]

=
∑

y,z
eiq·ze−ip′·y

∑

n′,s′

∑

n,s

1
4En′En

tr
[
Γp
〈

0
∣∣∣ eHy0N̂(0,y)e−Hy0

∣∣∣n′, s′
〉

〈
n′, s′ ∣∣ eHz0Vµ(0, z)e−Hz0

∣∣n, s
〉

⟨n, s|N̂ †(0)|0⟩
]

=
∑

y,z
eiq·ze−ip′·y

∑

n′,s′

∑

n,s

e−En′y0e−(En−En′ )z0 1
4En′En

tr[Γp ⟨0|N̂(0,y)|n′, s′⟩ ⟨n′, s′|Vµ(0, z)|n, s⟩
⟨n, s|N̂ †(0)|0⟩]

=
∑

n′,n

∑

y,z
ei[q−(pn′ −pn)]·ze−i(p′−pn′ )·ye−En′y0e−(En−En′ )z0 cn′(pn′)c∗

n(pn)
4En′En

tr


Γp

∑

s′,s

us
′(pn′)ūs′(pn′)Vµ(pn′ − pn)us(pn)ūs(pn)
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=
∑

n′,n

δp′,pn′ δq,pn′ −pne
−En′y0e−(En−En′ )z0 cn′(p′)c∗

n(p′ − q)
4En′En

tr[Γp(Ep′γ0 − ip′
jγj +mN )Vµ(q)(Ep′−qγ0 − i(p′ − q)kγk +mN )]

(5.54)
y0,z0≫0−−−−−→ e−Ep′y0e−(Ep′−q−Ep′ )z0 cN (p′)c∗

N (p′ − q)
4Ep′Ep′−q

tr[Γp(Ep′γ0 − ip′
jγj +mN )Vµ(q)(Ep′−qγ0 − i(p′ − q)kγk +mN )]

(5.55)

The two exponentials in eq. (5.55) can be written as e−Ep′−qz0e−Ep′ (y0−z0). As a consequence,
the asymptotic limit is reached if the operator insertion (at time z0) has a very large distance
both from the source (at time 0) and from the sink (at time y0 > z0). In this limit, only the
nucleon state with momentum p′ and p′ − q contributes to the two spectral sums over n′ and
n, respectively.

For the remainder of this thesis, we will only consider three-point functions with the sink
momentum p′ set to zero, so that the source is implicitly projected to momentum −q. This
choice greatly simplifies the evaluation of the trace in eq. (5.54),

T Γp

Vµ
(p′ = 0,q) = mN tr[Γp(1 + γ0)Vµ(q)(Eqγ0 + iqkγk +mN )]. (5.56)

For this purpose, we need to plug in the photon-nucleon vertex function in Euclidean notation
(cf., eqs. (5.13) and (5.14)) as well as the definition of the electric and magnetic Sachs form
factors (cf., eq. (5.5)). Here, we note that for our kinematics

Q2 = (q(E))2 = −(q(M))2 = −(mN −Eq)2 +q2 = −m2
N −E2

q +2mNEq +q2 = 2mN (Eq−mN ).
(5.57)

If we choose the unpolarized projector Γp0 = 1/2(1 + γ0), we find by using (1 + γ0)2 = 2(1 + γ0),

T Γp
0

V0
(p′ = 0,q) = mN tr

[
(1 + γ0)

(
γ0F1(Q2) + iγ0γk

qk
2mN

F2(Q2)
)

(Eqγ0 + iqlγl +mN )
]

= 4mN

[
(mN + Eq)F1(Q2)− q2

2mN
F2(Q2)

]

= 4mN (mN + Eq)
[
F1(Q2)− Eq −mN

2mN
F2(Q2)

]
= 4mN (mN + Eq)GE(Q2),

(5.58)

and for the spatial components,

T Γp
0

Vj
(p′ = 0,q) = mN tr



(1 + γ0)


γjF1(Q2) +


γ0γj(mN − Eq) + iγj

∑

k ̸=j
γkqk


 F2(Q2)

2mN




(Eqγ0 + iqlγl +mN )





= 4imNqj

[
F1(Q2) + mN − Eq

2mN
F2(Q2)

]
= 4imNqjGE(Q2). (5.59)

Alternatively, we can choose a projector which polarizes the spin of the nucleon in the j-direction,
i.e., Γpj = 1/2(1 + γ0)(1 + iγ5γj). For the 0- and j-components of the vector current, we notice
that the term proportional to γ5γj does not contribute to the trace. We therefore obtain the
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same results as with Γp0, i.e., T Γp
j

V0
= T Γp

0
V0

and T Γp
j

Vj
= T Γp

0
Vj

. For the spatial components of the
vector current which are orthogonal to the polarization direction, the γ5-term does contribute,
and we find,

T Γp
j

Vk ̸=j
(p′ = 0,q) = mN tr



(1 + γ0)(1 + iγ5γj)


γkF1(Q2) +


γ0γk(mN − Eq) + iγk

∑

l ̸=k
γlpl




F2(Q2)
2mN


 (Eqγ0 + iqmγm +mN )





= 4mN

[
(iqk + ϵjklql)F1(Q2) + (iqk + ϵjklql)

mN − Eq
2mN

F2(Q2)

+ ϵjklql
Eq +mN

2mN
F2(Q2)

]

= 4mN

[
iqk

(
F1(Q2) + mN − Eq

2mN
F2(Q2)

)
+ ϵjklql(F1(Q2) + F2(Q2))

]

= 4mN [iqkGE(Q2) + ϵjklqlGM (Q2)]. (5.60)

These are therefore the only components from which the magnetic form factor can be extracted.
For the extraction of the electric form factor, on the other hand, there are in principle several
options. We will come back to this topic in section 6.5, where we will also discuss what the
most advantageous choice is.

The expressions for the traces in the more complicated case p′ ≠ 0 have been derived in Ref.
[67]. Since they are not used in this thesis, we do not repeat them here.

5.4.2 Implementation of the nucleon three-point function
In order to implement the calculation of the nucleon three-point function, we have to evaluate
its fermionic expectation value using Wick’s theorem similar to section 5.3.2. For this purpose,
the quark flavor of the inserted vector current needs to be specified. To obtain the matrix
elements of the electromagnetic vector current with contributions up to the strange quark
between proton and neutron states separately, the isovector (u− d) and isoscalar (u+ d− 2s)
flavor combinations of the vector current are required (cf., eqs. (5.15) and (5.17)). We therefore
start by deriving the contractions for the u-, d- and s-quark currents separately and then build
their aforementioned linear combinations. For the u-quark current, we obtain,

⟨Cu3,Vµ
⟩
F

=
〈∑

y,z
eiq·(z−x)e−ip′·(y−x) tr[ΓpN(y)V u

µ (z)N̄(x)]
〉

F

=
〈∑

y,z
eiq·(z−x)e−ip′·(y−x)Γpβαϵjklψ

u
αj(y)ψuγk(y)Cγδγ5,δϵψ

d
ϵl(y)ψ̄uηm(z)γµ,ηρψuρm(z)

ϵnopψ̄
d
σn(x)γ5,στC

†
τφψ̄

u
φo(x)ψ̄uβp(x)

〉

F
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=
∑

y,z
eiq·(z−x)e−ip′·(y−x)ΓpβαϵjklϵnopCγδγ5,δϵγ5,στC

†
τφγµ,ηρS

d(y − x)ϵl,σn
[Su(y − z)αj,ηmSu(y − x)γk,φoSu(z − x)ρm,βp
+ Su(y − x)αj,βpSu(y − z)γk,ηmSu(z − x)ρm,φo
+ Su(y − x)αj,φoSu(y − x)γk,βpSu(z − z)ρm,ηm
− Su(y − x)αj,φoSu(y − z)γk,ηmSu(z − x)ρm,βp
− Su(y − z)αj,ηmSu(y − x)γk,βpSu(z − x)ρm,φo
− Su(y − x)αj,βpSu(y − x)γk,φoSu(z − z)ρm,ηm]

(5.61)

= ⟨Cu3,Vµ
⟩conn
F

+ ⟨Cu3,Vµ
⟩disc
F

, (5.62)

where ⟨Cu3,Vµ
⟩disc
F

= e−iq·x ⟨C2⟩F LuVµ
and the vector-current vacuum quark loop is defined in

analogy to eq. (5.52),

LfVµ
(q) =

∑

z
eiq·z tr

[
⟨ψ̄f (z)γµψf (z)⟩F

]
= −

∑

z
eiq·z tr[γµSf (z, z)] (5.63)

= f (5.64)

We have thus found two different types of Wick contractions, quark-connected and quark-
disconnected ones. Diagrammatically, they can be represented as

⟨Cu3,Vµ
⟩
F

=
d d
u u

u u

x yz

+
d d

u u

u u

x yz

−
d d

u

uu

u

x yz

−
d d
u

uu

u

x yz

+
d d
u u

u u

u

x yz

−
d d
u

uu

u

u

x yz

(5.65)

where the box indicates the position which is contracted with γµ.
For the d-quark vector current, the Wick contractions are

⟨Cd3,Vµ
⟩
F

=
〈∑

y,z
eiq·(z−x)e−ip′·(y−x)Γpβαϵjklψ

u
αj(y)ψuγk(y)Cγδγ5,δϵψ

d
ϵl(y)ψ̄dηm(z)γµ,ηρψdρm(z)

ϵnopψ̄
d
σn(x)γ5,στC

†
τφψ̄

u
φo(x)ψ̄uβp(x)

〉

F

= −
∑

y,z
eiq·(z−x)e−ip′·(y−x)ΓpβαϵjklϵnopCγδγ5,δϵγ5,στC

†
τφγµ,ηρ

[Sd(y − z)ϵl,ηmSd(z − x)ρm,σn − Sd(y − x)ϵl,σnSd(z − z)ρm,ηm]
[Su(y − x)αj,φoSu(y − x)γk,βp − Su(y − x)αj,βpSu(y − x)γk,φo]

(5.66)
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= u u

u u

d d

x yz

−
d d
u

uu

u

x yz

+
d d
u u

u u

d

x yz

−
d d
u

uu

u

d

x yz

(5.67)

i.e., we again obtain quark-connected as well as quark-disconnected contractions. The discon-
nected contractions for V d

µ are the same as for V u
µ , but with the u-quark in the loop replaced

by a d-quark. Since we assume SU(2) isospin symmetry (i.e., mu = md) in our calculations, the
u- and d-quark propagators are the same, so that also the corresponding vacuum quark loops
are identical. Consequently, the quark-disconnected diagrams cancel in the isovector (u− d)
combination. For the isoscalar combination, this is however not the case.

The Wick contractions for the s-quark vector current are purely quark-disconnected because
our nucleon interpolator only contains u- and d-quark fields,

⟨Cs3,Vµ
⟩
F

=
〈∑

y,z
eiq·(z−x)e−ip′·(y−x)Γpβαϵjklψ

u
αj(y)ψuγk(y)Cγδγ5,δϵψ

d
ϵl(y)ψ̄sηm(z)γµ,ηρψsρm(z)

ϵnopψ̄
d
σn(x)γ5,στC

†
τφψ̄

u
φo(x)ψ̄uβp(x)

〉

F

=
∑

y,z
eiq·(z−x)e−ip′·(y−x)ΓpβαϵjklϵnopCγδγ5,δϵγ5,στC

†
τφγµ,ηρS

d(y − x)ϵl,σn
Ss(z − z)ρm,ηm[Su(y − x)αj,φoSu(y − x)γk,βp − Su(y − x)αj,βpSu(y − x)γk,φo]

(5.68)

=
d d
u u

u u

s

x yz

−
d d
u

uu

u

s

x yz

(5.69)

In the numerical implementation, we compute the isovector combination ⟨CV3,Vµ
⟩
F

= ⟨Cu3,Vµ
⟩conn
F
−

⟨Cd3,Vµ
⟩conn
F

and the connected part of the isoscalar combination ⟨CS3,Vµ
⟩conn
F

= ⟨Cu3,Vµ
⟩conn
F

+
⟨Cd3,Vµ

⟩conn
F

, as well as the light- and strange-quark loops. The full isoscalar combination can
then be obtained as

⟨CS3,Vµ
⟩
F

= ⟨CS3,Vµ
⟩conn
F

+ ⟨Cu3,Vµ
⟩disc
F

+ ⟨Cd3,Vµ
⟩disc
F
− 2 ⟨Cs3,Vµ

⟩disc
F

= ⟨CS3,Vµ
⟩conn
F

+ 2e−iq·x ⟨C2⟩F (Llight
Vµ
− LsVµ

). (5.70)

However, we build this linear combination of the connected and disconnected contributions
only on the level of the effective form factors. This allows us to treat the two pieces slightly
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x y
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z

Figure 5.5: Diagrammatic illustration of the extended-propagator method with a fixed sink
(left) or a fixed operator (right). The extended propagators are marked in red [159,
160].

differently for the extraction of the effective form factors, e.g., by using different projectors.
For further details, we refer to section 6.5 below.

In this thesis, we do not employ the local discretization of the vector current, which we have
used for the derivation of the Wick contractions above in order to keep the required notation at
a minimum. Instead, we employ the conserved vector current introduced in section 3.4.3, which
comprises the same quark fields, but split over neighboring lattice points and with a slightly
different Dirac structure. Therefore, the Wick contractions are exactly the same as for the local
vector current; only the spatial indices of the propagators and the Dirac structure need to be
modified according to eqs. (3.84) and (3.85). A simple example to demonstrate the effect of
using a point-split current is the vacuum quark loop,

LfΓ,+µ̂(q) =
∑

z
eiq·z tr

[
⟨ψ̄f (z + aµ̂)ΓU †

µ(z)ψf (z)⟩
F

]
= −

∑

z
eiq·z tr[ΓU †

µ(z)Sf (z, z + aµ̂)],

(5.71)

LfΓ,−µ̂(q) =
∑

z
eiq·z tr

[
⟨ψ̄f (z)ΓUµ(z)ψf (z + aµ̂)⟩F

]
= −

∑

z
eiq·z tr[ΓUµ(z)Sf (z + aµ̂, z)].

(5.72)

We obtain the same Wick contraction as for the local case (cf., eq. (5.63)), but with one of the
spatial indices of the propagator shifted by one lattice unit and an additional gauge link in the
trace to maintain gauge covariance.

In the following two subsections, we will deal with the implementation details of the connected
part and of the quark loops required for the disconnected part.

5.4.3 The connected part: extended-propagator method
The quark-connected Wick contractions contain a propagator S(y − z) from the point of the
operator insertion to the sink. This means that in principle both ends of the propagator are
free (not fixed by the chosen source position). The computation of such an all-to-all propagator
is a numerically very demanding task and should be avoided wherever possible. Therefore, it
has been suggested to fix either the sink [159] or the operator insertion [160]. In both cases, one
constructs a so-called generalized or extended propagator by solving the Dirac equation with (a
combination of) the usual point-to-all propagators as a source. The extended propagators for
the two methods are sketched in fig. 5.5.

If the sink is fixed, one has to choose a source-sink separation tsep = y0 − x0, a projector Γp
and a sink momentum p′ before computing the extended propagator. Hence, an additional
inversion is required for each choice of these three variables. On the other hand, any operator,
operator insertion time t = z0 − x0 and momentum transfer q can be obtained from the same
inversion. For the fixed-operator method, the situation is exactly the opposite. To generate the

66



5.4 The nucleon three-point function

data used in this thesis, the fixed-sink method has been employed because we are interested in
many momentum transfers q. Additionally, this has the advantage of enabling the computation
of multiple operators without any significant extra cost, thus producing data for a number of
physics projects simultaneously. Because the three-point functions obtained using different
projectors are not independent, averaging over the polarization directions does typically not
yield an increase in effective statistics which is commensurate with the extra cost it requires in
the fixed-sink method. Therefore, it has been decided to employ only the z-polarized projector
Γp3 = 1/2(1 + γ0)(1 + iγ5γ3) for the computation of the connected part. Moreover, we fix p′ = 0,
as already mentioned in section 5.4.1.

For the fixed-sink method, the calculation of the three-point function proceeds in the following
steps: First, for a given source position x, one computes the point-to-all propagator S(y − x)
to any lattice point y. This is the same type of propagator needed for the calculation of the
two-point function. Next, one constructs the extended propagators. For a d-quark insertion, it
is defined as [159]

Σd(p′;x, y0, z)σn,ηm = −
∑

y
e−ip′·(y−x)ΓpβαϵjklϵnopCγδγ5,δϵγ5,στC

†
τφS

d(y − z)ϵl,ηm

[Su(y − x)αj,φoSu(y − x)γk,βp − Su(y − x)αj,βpSu(y − x)γk,φo],
(5.73)

and for a u-quark insertion as

Σu(p′;x, y0, z)σn,ηm = −
∑

y
e−ip′·(y−x)ΓpβαϵjklϵnopCγδγ5,δϵγ5,χτS

d(y − x)ϵl,χp

(C†
τφδσβ + C†

τσδφβ)[Su(y − z)αj,ηmSu(y − x)γk,φo
− Su(y − x)αj,φoSu(y − z)γk,ηm]

(5.74)

where in the case of SU(2) isospin symmetry Su ≡ Sd, so that the flavor index of the propagators
is actually redundant. The extended propagators satisfy equations which can be solved with
the same numerical techniques as those satisfied by the usual point-to-all propagators. For Σd,
for example, one needs to solve [159]

∑

z

Σd(p′;x, y0, z)σn,ηmQ(z, b)ηm,ξq = −e−ip′·(b−x)ΓpβαϵjkqϵnopCγδγ5,δξγ5,στC
†
τφδy0,b0

[Su(b− x)αj,φoSu(b− x)γk,βp
− Su(b− x)αj,βpSu(b− x)γk,φo]

(5.75)

Once the point-to-all propagators are computed, the right-hand side of eq. (5.75) is known, and
the equation can be solved with the methods introduced in section 5.2. For Σu, the calculation
is analogous. In the last step, one contracts the extended propagator with the desired operator
insertion (in our case γµ) and a (standard) propagator from the source to this insertion point.
Thus, one obtains the connected part of the nucleon three-point function with a u- or d-quark
vector current insertion [159],

⟨Cu,d3,Vµ
(p′,q;x, y0, z0)⟩conn

F
=
∑

z
eiq·(z−x) tr[Σu,d(p′;x, y0, z)γµSu,d(z − x)]. (5.76)

This shows again that while each combination of Γp, p′ and y0 requires a new inversion, the
inserted Dirac operator, z0 and q only need to be known for the final contraction in eq. (5.76),
which is computationally cheap compared to the inversions.
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Because of the exponentially dropping signal-to-noise ratio, it is desirable to perform more
and more measurements for increasing source-sink separation. Hence, we employ iterative
statistics for the different source-sink separations: with rising tsep, the number of sources used
for the computation of the connected part is increased. In practice, for every (or every second)
step in tsep, we employ all sources from the previous step plus the same number of newly
selected sources, thus doubling the number of (low-precision) measurements. In this way, one
can achieve that the effective statistics as a function of tsep more closely resembles a constant
instead of showing the aforementioned exponential decay.

The resulting number of high- and low-precision measurements per configuration are listed
in table 5.2 together with the available values of tsep/a. The issue of duplicate source positions
which we encountered for the additional measurements of the two-point function did not occur
here, so that the aggregated number of measurements is always the product of the number
of configurations and the number of measurements per configuration, i.e., Nmeas = Ncfgnmeas.
The only exception is the last iteration on the ensemble N200, where 16 instead of 12 sources
are used on 583 out of the total 1708 configurations. For illustration, we show the resulting
aggregated numbers for the largest value of tsep in the last two columns of table 5.2.
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Table 5.2: Number of gauge configurations, and of high-precision (HP) and low-precision (LP) measurements per configuration used for the
computation of the connected part. The superscripts label the source-sink separations tsep/a to which the given numbers correspond.
A “ : 2” in the superscript signifies that only every second value in the given range of tsep/a has been computed, i.e., only the even
ones. The last two columns show the aggregated number of measurements used for the largest value of tsep.

ID Ncfg nmeas,HP nmeas,LP Nmax
meas,HP Nmax

meas,LP

C101 1988 1(4−17) 2(4), 4(5,6), 8(7,8), 16(9,10), 32(11−17) 1988 63 616
N101 1588 1(4−17) 2(4), 4(5,6), 8(7,8), 16(9,10), 32(11−17) 1588 50 816
H105 1024 1(4−10), 4(11−17) 2(4), 4(5,6), 8(7,8), 16(9,10), 48(11−17) 4096 49 152

D450 498 1(4−14), 2(15,16), 4(17,18), 8(19,20) 0(4−6), 2(7,8), 4(9,10), 8(11,12), 16(13,14), 32(15,16), 64(17,18), 128(19,20) 3984 63 744
N451 1010 1(4−14:2), 2(16), 4(18), 8(20) 0(4,6), 2(8), 4(10), 8(12), 16(14), 32(16), 64(18), 128(20) 8080 129 280

E250 398 1(4−16:2), 2(18), 4(20), 8(22) 0(4,6), 2(8), 4(10), 8(12), 16(14), 32(16), 64(18), 128(20), 256(22) 3184 101 888
D200 1996 1(4−22:2) 0(4,6), 2(8), 4(10), 8(12), 16(14), 32(16−22:2) 1996 63 872
N200 1708 1(4−22:2) 2(4,6), 4(8,10), 8(12,14), 12− 16(16−22:2) 1708 22 828
S201 2092 1(4−22:2) 4(4,6), 8(8,10), 16(12,14), 32(16−22:2) 2092 66 944

E300 569 1(4−28:2) 2(4,6), 4(8,10), 8(12,14), 16(16,18), 32(20−28:2) 569 18 208
J303 1073 1(4−28:2) 0(4,6), 2(8,10), 4(12,14), 8(16,18), 16(20−28:2) 1073 17 168
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5.4.4 The disconnected part
The quark-disconnected contribution to the nucleon three-point function is given by the product
of the two-point function and the quark loop of a single flavor. As the latter contains a
propagator from a point to itself (cf., eq. (5.63)), the calculation of all-to-all propagators cannot
be avoided in this case. Many strategies have been and are still being developed to tackle
this numerically very challenging problem. In the following, we will give an overview over the
methods which have been applied to the data used in this thesis.

Stocastic estimation

The full inverse of the Dirac operator is a dense and extremely large matrix, rendering it
impossible to compute and store in memory all its entries. One therefore introduces random
auxiliary fields (stochastic volume sources) ηj,αa(x) defined so that all their cumulants vanish
except [161, 162]

⟨η∗
j,αa(x)ηk,βb(y)⟩

η
= δjkδαβδabδxy, (5.77)

where j, k label independent source fields, α, β are Dirac spinor indices as usual, and a, b are
color indices (in the fundamental representation). We can construct a simple stochastic noise
estimator for the quark loop in eq. (5.63) by averaging over Ns independent source fields [161,
162],

L̂fVµ
(q) = − 1

Ns

Ns∑

j=1

∑

z

∑

x

eiq·zη†
j(z)γµS

f (z, x)ηj(x). (5.78)

Given eq. (5.77), it is easy to see that ⟨L̂⟩η = L. In principle, different distributions of the noise
sources can be used as long as eq. (5.77) is fulfilled. The perhaps most straightforward idea is
to use a Gaussian distribution with mean 0 and a covariance matrix given by eq. (5.77) [161].
In Ref. [163], it has been suggested to use Z2 noise to suppress the statistical deviation from
unity of the diagonal elements of eq. (5.77) evaluated at finite Ns. We use U(1) noise whenever
we need a stochastic estimator, which has also been found to yield smaller variances on the
stochastically estimated quark loops than Gaussian noise [162].

Regardless of the exact distribution which the noise sources follow, the random-noise contri-
bution to the error of the stochastic estimator in eq. (5.78) is expected to scale like 1/

√
Ns [162].

This provides a much too slow convergence rate in Ns to saturate gauge noise (i.e., make the
random-noise contribution to the error of eq. (5.78) subdominant compared to the gauge-noise
contribution) at a feasible numerical cost [164]. For this reason, more advanced strategies are
required in order to speed up the convergence of the stochastic estimators.

Split-even estimators or the one-end trick

If only the difference between the loops of two non-degenerate flavors is required, one can
rewrite the corresponding trace [165],

LfVµ
(q)− Lf ′

Vµ
(q) = −

∑

z
eiq·z tr{γµ[Sf (z, z)− Sf ′(z, z)]}

= −
∑

z

∑

x,y

eiq·z tr{γµSf (z, x)[Qf ′(x, y)−Qf (x, y)]Sf ′(y, z)}

= −(mf ′ −mf )
∑

z

∑

x

eiq·z tr[γµSf (z, x)Sf ′(x, z)], (5.79)
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Figure 5.6: Gauge average of the real part of the 0-component of the vector quark loops at the
first non-vanishing momentum in x-direction on the ensemble N451 as a function
of the timeslice on which it is evaluated. Shown are the light- and strange-quark
loops individually as well as their correlated difference which enters the isoscalar
combination according to eq. (5.70).

where we have used that the Dirac operators of two flavors only differ in the mass term which
is diagonal in all indices (cf., eq. (3.31)). A naive stochastic estimator of eq. (5.79) would thus
read

−(mf ′ −mf ) 1
Ns

Ns∑

j=1

∑

z

∑

x,y

eiq·zη†
j(z)γµS

f (z, x)Sf ′(x, y)ηj(y). (5.80)

A significantly improved estimator can be obtained by making use of the cyclic property of
the trace to insert both noise sources at the “one end” of the product in the trace, where the
identity (one) matrix in Dirac space is inserted. This is the so-called one-end trick [165, 166],
and the corresponding estimator (which is called split-even estimator in Ref. [162]) reads

−(mf ′ −mf ) 1
Ns

Ns∑

j=1

∑

z

∑

x,y

eiq·zη†
j(x)Sf ′(x, z)γµSf (z, y)ηj(y). (5.81)

It has been shown in Ref. [162] that the variance of this estimator is significantly smaller than
that of eq. (5.80). This can be intuitively understood to be due to the fact that in eq. (5.81),
both noise sources are ultraviolet filtered by a quark propagator [162].

Using the one-end trick, it is possible to saturate gauge noise for the vector-current loops
with only O(100) noise sources [162, 164] (see below for the exact number of noise sources
which we employ for the different flavors). For the isoscalar observables considered in this
thesis, only the difference between the light- and strange-quark loops is needed according to
eq. (5.70). Therefore, we can make use of the high-precision calculation based on the one-end
trick, as well as of the partial cancellation of correlated (gauge) noise in the difference. The
latter effect is illustrated in fig. 5.6, where we compare the gauge average of Llight

V0
(2π/Lx̂), of

LsV0
(2π/Lx̂) and of the difference of the two. It is clear to see that the fluctuations as well as

the corresponding errors are much smaller in the correlated difference of the two flavors than in
either of them individually.
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The generalized hopping-parameter expansion

With the one-end trick, only the difference between the loops of two flavors can be computed.
In order to calculate the loops of a single, individual quark flavor, an absolute scale needs to
be introduced by computing one flavor explicitly with a different method. If this reference
flavor is chosen to be very heavy, the hopping-parameter expansion provides an efficient way to
reduce the random-noise contribution to the quark loops [156, 167]. Introducing the hopping
parameter of quark flavor f ,

κf = 1
2(amf + 4) , (5.82)

one can rewrite the unimproved Wilson-Dirac operator eq. (3.31) as follows [83],

QfW = 1
2aκf (1− κfH), (5.83)

where the hopping matrix H collects the nearest-neighbor terms in the Dirac operator,

H(x, y) =
∑

µ

[(1− γµ)Uµ(x)δx+aµ̂,y + (1 + γµ)U−µ(x)δx−aµ̂,y]. (5.84)

The form eq. (5.83) allows an expansion of the inverse Dirac operator, i.e., the propagator, in a
geometric series [156],

(QfW )−1 = 2aκf
∞∑

j=0
(κfH)j = 2aκf

n−1∑

j=0
(κfH)j + (κfH)n(QfW )−1. (5.85)

The benefit of this expansion lies in the fact that (QfW )−1 on the right-hand side is multiplied
by (κf )n, where κf < 1, thus suppressing the noise introduced by the stochastic estimation of
the inverse [168].

When O(a)-improvement is employed, the hopping-parameter expansion cannot be applied
directly because the Sheikholeslami-Wohlert term is added to eq. (5.83) (cf., eq. (3.38)).
Therefore, the hopping-parameter expansion needs to be generalized [168]. In this context, it is
advantageous to make use of the even-odd decomposition of the Wilson-Clover Dirac operator
in analogy to eq. (4.3) [162]. For this purpose, we introduce the (2× 2)-matrices

1ee =
(

1 0
0 0

)
, 1eo =

(
0 1
0 0

)
, 1oe =

(
0 0
1 0

)
, 1oo =

(
0 0
0 1

)
, (5.86)

and write the Dirac matrix as

Q = 1ee ⊗Qee + 1eo ⊗Qeo + 1oe ⊗Qoe + 1oo ⊗Qoo, (5.87)

where ⊗ denotes the Kronecker product (flattened tensor product). Here and in the following,
we omit the flavor index f for notational convenience. The decomposition in eq. (5.87) implies

(1 + 1eo ⊗QeoQ−1
oo + 1oe ⊗QoeQ−1

ee )(1ee ⊗Qee + 1oo ⊗Qoo)
= (1ee ⊗ 1 + 1oo ⊗ 1 + 1eo ⊗QeoQ−1

oo + 1oe ⊗QoeQ−1
ee )(1ee ⊗Qee + 1oo ⊗Qoo)

= 1ee ⊗Qee + 1oo ⊗Qoo + 1eo ⊗Qeo + 1oe ⊗Qoe = Q, (5.88)

where we have used the mixed-product property of the Kronecker and matrix products as well
as the fact that 12

ee = 1ee, 12
oo = 1oo, 1ee1oo = 1oo1ee = 1eo1ee = 1oe1oo = 0, 1eo1oo = 1eo,

and 1oe1ee = 1oe. We hence find for the inverse of the Dirac matrix,

Q−1 = (1ee ⊗Qee + 1oo ⊗Qoo)−1(1 + 1eo ⊗QeoQ−1
oo + 1oe ⊗QoeQ−1

ee )−1. (5.89)
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5.4 The nucleon three-point function

Defining the generalized hopping matrix

H̃ = −(1eo ⊗QeoQ−1
oo + 1oe ⊗QoeQ−1

ee ), (5.90)

which connects the even and odd lattice sites, we can thus again apply a geometric series
expansion to the propagator [162],

Q−1 = (1ee ⊗Qee + 1oo ⊗Qoo)−1
2n−1∑

j=0
H̃j +Q−1H̃2n = M2n +R2n. (5.91)

An efficient stochastic estimator for the contribution to the quark loop involving the remainder
term R2n can be obtained by evenly splitting the 2n powers of H̃ in analogy to the one-end
trick [162],

− 1
Ns

Ns∑

j=1

∑

z

∑

x,y,b

eiq·zη†
j(y)H̃n(y, z)γµS(z, x)H̃n(x, b)ηj(b). (5.92)

Thus, both noise sources are ultraviolet filtered by H̃n, which provides a significant variance
reduction compared to the plain stochastic estimator in eq. (5.78) [162]. It has been found in
Ref. [164] that using n = 2 for the generalized hopping-parameter expansion (i.e., order 2n = 4)
combined with 4096 stochastic volume sources is sufficient to completely suppress the noise
from the stochastic estimation of the remainder term.

Hierarchical probing

The remaining task consists in computing the first term of the generalized hopping-parameter
expansion, i.e., the (trace of the) matrix M2n in eq. (5.91). As this is a sparse matrix, its
diagonal elements can be obtained by probing [162]. If for a (sparse) matrix M there exist K
probing vectors v0, . . . , vK−1 which fulfill

∑K−1
k=0 vki v

k
j = δij for all i, j for which Mij ̸= 0, then

the diagonal elements of M are given by [162],

Mii =
K−1∑

k=0

∑

j

vkiMijv
k
j , (5.93)

where we have not summed over i. If all K probing vectors are used, this is obviously an exact
method. In Ref. [162], an efficient scheme has been suggested from which the required probing
vectors can be obtained for local operators, i.e., ones which only involve strictly diagonal
elements of the propagator (and thus of M2n). For the conserved vector current, however, we
also need point-split operators involving elements of M2n which are displaced from the diagonal
by one site in the spatial indices (cf., eqs. (5.71) and (5.72)).

For this purpose, a more general probing scheme is required [164]. We use hierarchical
probing, which has been introduced in Ref. [169] to estimate the trace of the full inverse of the
Dirac matrix, but is also applicable to the calculation of the trace of M2n. The construction in
Ref. [169] starts from the observation that for a general (sparse) matrix M , the appropriate
probing vectors can be derived from a coloring of the graph of M . If the non-zero elements
Mij of M are those whose vertices i and j are not farther than k links apart in the graph of
M , what is required is a distance-k coloring of this graph. This coloring is equivalent to the
distance-1 coloring of the graph of Mk [169]. Computing Mk for large k can be, however, time
and/or memory intensive, and the usual coloring algorithms also quickly become prohibitively
expensive. Moreover, the colorings and the probing vectors derived from them are in general
not related for different ks [169]. This means that in the process of tuning k, the work done for
a previous, smaller value of k cannot be reused.
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5 Nucleon matrix elements from Lattice QCD

For these reasons, the concept of hierarchical coloring has been introduced in Ref. [169]. It
relaxes the requirement of a full distance-k coloring, instead enforcing a nested coloring which
can be obtained recursively: in each step, one computes independent distance-1 colorings of
the subgraphs corresponding to each color from the previous coloring step. This hierarchical
coloring produces more colors than the classic coloring algorithms, but is computationally
tractable. Furthermore, the additional probing vectors associated with the extra colors improve
the variance reduction achieved by the method [169].

To facilitate the process of finding appropriate probing vectors from the hierarchical coloring,
we define the Hadamard matrices. An N ×N matrix H is a Hadamard matrix if it has entries
Hij = ±1 and HHT = N1N . N must be 1, 2, or a multiple of 4. Hadamard matrices whose
dimension is a power of 2 can recursively be obtained as [169],

H2 =
(

1 1
1 −1

)
, H2N = H2 ⊗HN =

(
HN HN

HN −HN

)
. (5.94)

Hadamard vectors, i.e., columns of Hadamard matrices, naturally project out the non-zero
elements of banded matrices when used as probing vectors for the latter. For matrices with
an arbitrary sparsity structure, one first performs the hierarchical coloring as explained above
and then uses the thus obtained permutation of the matrix rows and columns to find the set of
Hadamard vectors which spans the probing basis for this coloring. This hierarchical probing
algorithm can be implemented very efficiently [169].

To remove the stochastic bias originating from deterministic probing vectors, one can
generate a random vector and element-wise multiply it with the sequence of Hadamard vectors
constructed as sketched above. The thus obtained vectors have the same properties as the
original, deterministically determined probing vectors, but do not introduce a bias [169]. For
the random vector, we use a spin- and color-diluted stochastic volume source. Here, dilution
means that instead of sampling from one random distribution following eq. (5.77) for the full
set of space-time, spin and color indices, one uses 12 independent distributions, one for each
combination of spin and color indices [170]. This completely eliminates the variance due to
the statistical deviation from zero of the spin-and-color-off-diagonal elements of eq. (5.77). It
has been found in Ref. [164] that 512 Hadamard probing vectors are sufficient to saturate
gauge noise for the point-split operators, while for the local operators, the thus defined method
produces an exact result for the required trace of M2n.

Frequency splitting

In Ref. [162], a very efficient strategy to compute the loops of a single flavor has been suggested
based on the techniques described in the previous three subsections. The idea consists in
calculating the one-end trick estimator eq. (5.81) for a chain of flavors f1, . . . , fNf

with mf1 <

mf2 < · · · < m
fNf and evaluating the individual loops of the heaviest flavor fNf

explicitly
using the generalized hopping-parameter expansion. From these ingredients, one can recursively
reconstruct the single-flavor loops of all other quark flavors. In this way, any single-flavor
loop is split into several contributions arising from different frequencies, which allows for an
individually optimized treatment of each of them [162].

Note that not all of the flavors employed in the aforementioned chain need to correspond
to physical quarks which are present in the system under study; one is free to introduce
intermediate flavors of arbitrary masses. We make use of this freedom to define an intermediate
quark flavor i with a mass between the strange and charm quark, the hopping parameter κi of
which we set according to [164],

1
κi

= 3
4

1
κs

+ 1
4

1
κc
. (5.95)
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5.4 The nucleon three-point function

The heaviest quark flavor we consider (to which we also apply the generalized hopping-parameter
expansion) is the charm. This means that we employ in total four quark flavors: light, strange,
intermediate and charm.

We use 512 stochastic volume sources to compute the difference of the light- and strange-quark
loops with the one-end trick, and double this number for each subsequent flavor, i.e., 1024
noise sources for strange minus intermediate and 2048 for intermediate minus charm. For
the calculation of the remainder term in the generalized hopping-parameter expansion of the
charm-quark loops, we double this number again, leading to the 4096 stochastic volume sources
mentioned below eq. (5.92) above [164].

In this thesis, we consider isoscalar observables with contributions up to the strange quark.
According to eq. (5.70), the corresponding three-point functions only depend on the difference
between the light- and strange-quark loops. This can be directly estimated from the one-end
trick, obviating the calculation of any single-flavor loops. Nevertheless, the latter have been
computed on a large set of CLS ensembles in the context of Ref. [164] for the construction of
different observables than the ones studied in this thesis.

Setup of sources for the two-point function

Using the methods described above, the variance of the quark loops has been driven down
to gauge noise. A further improvement of the signal for the quark-disconnected contribution
to the nucleon three-point function at the same number of gauge configurations can hence
only be achieved by increasing the statistics for the nucleon two-point function. Therefore,
on ensembles with open boundary conditions, we make use of the additional measurements of
the two-point function which we have already discussed in detail in section 5.3.5. For these,
the additional quark sources have been placed on several timeslices away from the middle of
the lattice, so that we again need to ensure that the results are not significantly impacted by
boundary effects.

For the construction of the disconnected contribution to the three-point function, we use
smaller source-sink separations than for the fits to the two-point functions from which we
extract the nucleon mass: the largest source-sink separation considered for the three-point
functions is of the order of 1.4 fm to 1.5 fm (cf., table 5.2), while for the determination of the
nucleon mass, we employ fit ranges up to 2.0 fm. Moreover, the vector current quark loops are
much less sensitive to boundary effects than the scalar ones we have looked at in section 5.3.5.
This is illustrated in fig. 5.7, where the gauge average of Llight

V0
(2π/Lx̂)− LsV0

(2π/Lx̂) is shown on
the open-boundary ensemble C101, and which is to be compared to the scalar loop in fig. 5.3.
Furthermore, the disconnected contribution to the three-point functions is much more noisy
than the two-point functions themselves, emphasizing the need to use as many sources as
possible without introducing a systematic bias. Restricting the source positions to a small
region in the bulk of the lattice, however, severely limits the achievable precision, as already
noted in section 5.3.5.

For these reasons, the tradeoff between gaining statistics and ensuring that there is no
significant contamination by boundary effects is different for the construction of the disconnected
contribution to the three-point function than for the determination of the nucleon mass.
Accordingly, we impose here a relaxed criterion of 2.5 fm which the source of the nucleon
propagating towards the boundary has to keep from the latter. We remark that this is the
same criterion as the one employed in Ref. [67]. On C101, for instance, this corresponds to the
orange set of points in fig. 5.4. As we have already observed, for tsep < 2.0 fm these points are
very well compatible with the green ones which are based on a stricter criterion and are the
ones used for the determination of the nucleon mass. This, together with the absence of strong
boundary effects in fig. 5.7, already indicates that for the range of source-sink separations we
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Figure 5.7: Gauge average of the real part of the 0-component of the vector quark loop at the
first non-vanishing momentum in x-direction on the ensemble C101 as a function of
the timeslice on which it is evaluated. Shown is the correlated difference between
the light- and strange-quark loop.

intend to use for the three-point functions, the relaxed criterion introduced above should not
lead to a significant contamination by boundary effects. For more extensive crosschecks of the
form factors obtained with different criteria for the distance to the boundaries, we refer to the
discussion in section 6.5 below.

The resulting total number of high- and low-precision measurements per ensemble are listed
in table 5.3. In analogy to table 5.1, we have counted sources on which both propagation
directions are employed twice, and such on which only one propagation direction is used only
once.

Table 5.3: Number of gauge configurations and aggregated number of high-precision (HP) and
low-precision (LP) measurements of the two-point function used for the computation
of the disconnected part

ID Ncfg Nmeas,HP Nmeas,LP

C101 994 15 902 475 930
N101 1588 6352 813 036
H105 1024 51 170 496 662
D450 498 7968 127 488
N451 1010 16 160 258 560
E250 796 12 736 407 552
D200 998 17 964 542 516
N200 1708 27 328 812 032
S201 2092 8362 192 558
E300 569 2276 327 744
J303 1073 6438 291 744
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5.5 The pion two-point function

5.5 The pion two-point function
Even though this thesis is focussed on the structure of the nucleon, we also need to compute
the two-point function of the pion in order to determine the pion mass on our ensembles from
it. This is because the pion mass is used as a proxy for the light-quark mass which is varied
between ensembles (cf., the discussion in section 4.3). As we will see in section 6.7, the pion
mass exerts a strong influence on the electromagnetic form factors and radii of the nucleon.
Therefore, it is desirable to extract the pion masses on our ensembles with a good precision
and appropriate error estimates, using methods which mirror the ones used for the nucleon
mass as closely as possible. This enables us to perform a consistent and self-contained analysis.

Accordingly, we define the momentum-projected pion two-point function,

C2,π(p′;x, y0) =
∑

y
e−ip′·(y−x)Π+(y)Π̄+(x), (5.96)

where Π+ and Π̄+ are the pion annihilation and creation operators from eqs. (3.72) and (3.75),
respectively. Again, translation invariance implies that the expectation value of C2,π only
depends on the source-sink separation tsep = y0 − x0, and not on the source position x.

5.5.1 Spectral representation of the pion two-point function
In order to quantify the relation of the pion two-point function with the pion mass, we will
now derive the spectral representation of ⟨C2,π⟩. We will proceed in analogy to the case of
the nucleon which we have discussed in section 5.3.1, i.e., set the source position x to zero,
insert a complete set of states and use the Heisenberg evolution in (Euclidean) time. The main
difference to the nucleon is that the pion is a spin-zero particle, which actually simplifies the
calculation. Thus, we define a complete set of spin-zero states |n⟩ which are eigenstates of the
Hamiltonian H according to H |n⟩ = En |n⟩, and the completeness relation of which reads,

1 =
∑

n

1
2En

|n⟩ ⟨n| . (5.97)

For the nucleon, we have assumed that the overlaps of the states created by the interpolators
with the eigenstates of the Hamiltonian are proportional to solutions of the free Dirac equation
(cf., eqs. (5.23) and (5.24)). Analogously, we will now assume for the pion that the overlaps of
Π̂+ with the |n⟩ states are proportional to solutions of the free Klein-Gordon equation, i.e.,
plane waves,

⟨0|Π̂+(0,y)|n⟩ = eipn·ycn(pn), (5.98)
⟨n|(Π̂+)†(0,y)|0⟩ = e−ipn·yc∗

n(pn), (5.99)

where pn is the total three-momentum corresponding to the state |n⟩.
Using these ingredients, we obtain for the expectation value of the pion two-point function,

⟨C2,π⟩ (p′; y0) =
∑

y
e−ip′·y

∑

n

1
2En

⟨0|Π̂+(y)|n⟩ ⟨n|(Π̂+)†(0)|0⟩

=
∑

y
e−ip′·y

∑

n

1
2En

〈
0
∣∣∣ eHy0Π̂+(0,y)e−Hy0

∣∣∣n
〉
⟨n|(Π̂+)†(0)|0⟩

=
∑

y
e−ip′·y

∑

n

e−Eny0 1
2En

⟨0|Π̂+(0,y)|n⟩ ⟨n|(Π̂+)†(0)|0⟩
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=
∑

n

∑

y
e−i(p′−pn)·ye−Eny0 |cn(pn)|2

2En
=
∑

n

δp′,pne
−Eny0 |cn(p′)|2

2En
(5.100)

y0≫0−−−→ e−Eπ,p′y0 |cπ(p′)|2
2Eπ,p′

. (5.101)

For y0 →∞, only the pion state with momentum p′ and energy Eπ,p′ =
√
M2
π + p′2 contributes

to the spectral sum.
On ensembles with (anti-)periodic boundary conditions in time, the contribution of the pion

propagating backward in time, i.e., in T − y0 instead of in y0, needs to be taken into account.
Because (Π+)† = Π− (cf., eq. (3.75)) and the π+ and π− are degenerate in the case of exact
SU(2) isospin symmetry, the energies and overlaps of the forward- and backward-propagating
pion are equal [80]. Consequently, the ground-state contribution to the expectation value of
the pion two-point function in a finite periodic box is given by

⟨C2,π⟩ (p′; y0 ≫ 0) = |cπ(p′)|2
2Eπ,p′

(
e−Eπ,p′y0 + e−Eπ,p′ (T−y0)

)

= |cπ(p′)|2
Eπ,p′

e−Eπ,p′T/2 cosh
[(

T

2 − y0

)
Eπ,p′

]
. (5.102)

We remark that an analogous contribution from backward propagation also exists for the
nucleon. However, due to the nucleon’s fermionic nature, this contribution describes not the
nucleon itself, but its parity partner [80]. Therefore, if we want to consider the backward
propagation also in this case, we need to flip the sign of the parity-projection operator in
eq. (3.78), as already mentioned in section 5.3.5 above. One thus computes two different nucleon
correlators, one with Γp+ and forward propagation and one with Γp− and backward propagation.
After averaging the two, one can apply the formula with only one exponential, cf., eq. (5.29).

5.5.2 Implementation of the pion two-point function
In order to implement the calculation of the pion two-point function, we need to evaluate its
fermionic expectation value using Wick’s theorem. Plugging the pion interpolators eqs. (3.72)
and (3.75) into eq. (5.96) and applying Wick’s theorem eq. (2.39) to the fermionic expectation
value, we find,

⟨C2,π⟩F =
〈∑

y
e−ip′·(y−x)Π+(y)Π̄+(x)

〉

F

=
〈∑

y
e−ip′·(y−x)ψ̄dαj(y)γ5,αβψ

u
βj(y)ψ̄uγk(x)γ5,γδψ

d
δk(x)

〉

F

= −
∑

y
e−ip′·(y−x)γ5,αβγ5,γδS

d(x− y)δk,αjSu(y − x)βj,γk

= −
∑

y
e−ip′·(y−x) tr[γ5S

d(x− y)γ5S
u(y − x)]. (5.103)

Since the Wilson-Clover Dirac operator is γ5-hermitian, the same is valid for the propagators,
i.e., γ5S

f (x − y)γ5 = (Sf (y − x))†. Using this relation, we can further simplify the trace in
eq. (5.103),

⟨C2,π⟩F = −
∑

y
e−ip′·(y−x) tr

[
(Sd(y − x))†Su(y − x)

]
= u u

d d
x y

(5.104)

78



5.5 The pion two-point function

We have thus obtained only one quark-connected contraction. Equation (5.104) furthermore
shows that the pion two-point function can be computed from the same type of point-to-all
propagators which we use for the nucleon two-point function.

The full expectation value of the pion two-point function is calculated by averaging eq. (5.104)
over all N generated gauge configurations. The variance of such a Monte-Carlo estimate can
be assessed analogously to eq. (5.35),

σ2
C2,π
∝ 1
N

(
⟨(S†S)2⟩ − ⟨S†S⟩2

)
. (5.105)

At large source-sink separations, the first term is dominated by an exponential falling off with
the energy of the lowest state coupling to two quarks and two antiquarks, i.e., two pions
[152]. Therefore, both terms in eq. (5.105) are for p′ = 0 asymptotically proportional to
exp(−2Mπtsep). From this, we expect that

σC2,π (p′; tsep) ∝ ⟨C2,π⟩ (p′; tsep)√
N

, (5.106)

so that the signal-to-noise ratio is approximately independent of tsep [152]. This situation is
much more favorable than for the nucleon, where we have found an exponentially decaying
signal-to-noise ratio in eq. (5.37).

The zero-momentum two-point function of the pion on the ensemble N451 is shown in the left
panel of fig. 5.8. Because N451 has periodic boundary conditions, ⟨C2,π⟩ is symmetric around
T/2 (cf., eq. (5.102)). In order to reduce the number of data points which we will eventually
have to fit to determine the pion mass, we hence symmetrize the two-point function around T/2,
i.e., we define

⟨C2,π⟩sym (p′; tsep) = 1
2
[
⟨C2,π⟩ (p′; tsep) + ⟨C2,π⟩ (p′;T − tsep)

]
, 0 < tsep <

T

2 . (5.107)

Moreover, eq. (5.102) implies that the ratio ⟨C2,π⟩ (p′; tsep + a)/ ⟨C2,π⟩ (p′; tsep) is not propor-
tional to exp[−aEπ,eff(p′; tsep)], so that we cannot use the simple eq. (5.50) to calculate the
effective energy of the pion. Instead, the effective energy is given by the solution of [83]

⟨C2,π⟩sym (p′; tsep)
⟨C2,π⟩sym (p′; tsep + a) = cosh [Eπ,eff(p′; tsep)(T/2− tsep)]

cosh [Eπ,eff(p′; tsep)(T/2− tsep − a)] (5.108)

at each value of tsep. Although no closed analytic solution of eq. (5.108) for Eπ,eff is known,
the solution can easily be found with numerical methods. The thus determined effective mass
mπ,eff ≡ Eπ,eff(p′ = 0) is plotted in the right panel of fig. 5.8. It can be seen that a good signal
with almost constant errors is obtained even for very large source-sink separations, which is to
be contrasted with the nucleon effective mass shown in the right panel of fig. 5.2.

This demonstrates that the achievable precision for the pion at a given number of sources
is much better than for the nucleon. Moreover, the error of the pion mass is completely
subdominant in our analysis compared to the one of the baryonic observables. Therefore, the
pion two-point function is generally only measured on a subset of the sources employed for the
nucleon. The total number of high- and low-precision measurements per ensemble which we use
for the pion are listed in table 5.4. On the ensembles with periodic boundary conditions (D450,
N451 and E250), we average over the forward- and backward propagating pion according to
eq. (5.107). Accordingly, we have counted all source positions twice for these ensembles, so as to
enable a fairer comparison with the numbers on the ensembles with open boundary conditions,
where we only ever use the forward-propagating pion.
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Figure 5.8: Zero-momentum pion two-point function and effective mass on the ensemble N451

Table 5.4: Number of gauge configurations and aggregated number of high-precision (HP) and
low-precision (LP) measurements used for the determination of the pion mass

ID Ncfg Nmeas,HP Nmeas,LP

C101 1988 3974 94 209
N101 1588 1588 50 816
H105 1024 1024 16 384
D450 498 7968 127 488
N451 1010 16 160 258 560
E250 398 6368 203 776
D200 1996 3991 95 354
N200 1708 3416 36 361
S201 2092 4181 96 279
E300 569 569 18 208
J303 1073 2146 25 696
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6 Analysis and results

After having measured the relevant correlation functions on the lattice, the next step consists in
analyzing the raw data in order to extract the observables of interest. In our case, these are the
electromagnetic form factors of the proton and neutron. From the behavior of the form factors
at Q2 = 0, we will determine the electromagnetic radii (cf., eq. (5.9)) and magnetic moments.
Moreover, we will explore other definitions of radii which are relevant for the study of the
proton’s electromagnetic size in atomic spectroscopy experiments. For these so-called Zemach
and Friar radii, integrals over the form factors need to be evaluated instead of derivatives.

We will start this chapter by reviewing some of the lattice-specific analysis techniques, before
moving on to our particular analysis of hadron masses, form factors and radii. Lastly, we will
introduce a method to systematically average the results of different analysis variations, and
compare the thus obtained final results to other studies on and off the lattice.

6.1 Autocorrelation
In Lattice-QCD simulations, the gauge configurations on which the observables are measured are
generated from a stochastic sequence, the Markov chain (cf., section 3.2.3). As a consequence,
successive configurations are not independent of each other, so that there is also a high chance
that the observables measured on them are correlated. To make a quantitative statement about
this correlation, one defines the autocorrelation function of the primary observable O [83],

CO(t̂, t̂+ ∆t̂) =
〈
[O(t̂)− ⟨O(t̂)⟩][O(t̂+ ∆t̂)− ⟨O(t̂+ ∆t̂)⟩]

〉

= ⟨O(t̂)O(t̂+ ∆t̂)⟩ − ⟨O(t̂)⟩ ⟨O(t̂+ ∆t̂)⟩ . (6.1)

Here, t̂ is the computer time introduced in section 3.3.1, which labels the consecutive con-
figurations. The angle brackets refer to the actual expectation values under the equilibrium
distribution, which are defined at an infinite number of configurations N . For a Markov chain
in equilibrium, which is reached for t̂→∞, the expectation values become independent of t̂,
so that one has ⟨O(t̂)⟩ = ⟨O(t̂+ ∆t̂)⟩. Thus, the autocorrelation function depends in this case
only on the computer time separation ∆t̂ [80], and we write,

CO(∆t̂) = CO(t̂, t̂+ ∆t̂). (6.2)

The normalized autocorrelation function is then defined as

ΓO(∆t̂) = CO(∆t̂)
CO(0) , (6.3)

where CO(0) = σ2
O, the variance of the observable O.

For correlated random variables O(n), the variance of the Monte-Carlo estimator of the mean
value (cf., eq. (3.49)) is [83]

σ2
Ô

=
〈

(Ô − ⟨O⟩)2
〉

=
〈(

1
N

N∑

n=1
[O(n)− ⟨O⟩]

)2〉
= 1
N2

〈
N∑

n,m=1
[O(n)− ⟨O⟩][O(m)− ⟨O⟩]

〉
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= 1
N2

N∑

n,m=1
CO(|n−m|) = 1

N2

N∑

t=−N
(N − |t|)CO(|t|) = CO(0)

N

N∑

t=−N
ΓO(|t|)

(
1− |t|

N

)

≈ σ2
O

N
2
(

1
2 +

N∑

t=1
ΓO(t)

)
= σ2

O

N
2τO,int(N), (6.4)

where the integrated autocorrelation time

τO,int(N) = 1
2 +

N∑

t=1
ΓO(t) = 1

2

N∑

t=−N
ΓO(|t|) (6.5)

has been introduced. From the second to the last line in eq. (6.4), the factor 1− |t|/N has been
neglected. This is justified for N →∞, as ΓO(t) is exponentially suppressed for large t [83]. For
the practical determination of the autocorrelation time this implies that one may truncate the
sum in eq. (6.5) at relatively small values of t. One can thus avoid using large values of t, where
the estimate of ΓO(t) might become unreliable. Comparing the results for different truncations
then allows an accurate measurement of the autocorrelation time (cf., section 6.1.1).

For completely uncorrelated observables, ΓO(t) = 0 ∀t > 0, so that τO,int = 1/2 and
σ2
Ô

= σ2
O/N. A comparison of the full eq. (6.4) with the result for uncorrelated observables reveals

the significance of the integrated autocorrelation time: the effective number of independent
measurements is N/2τO,int. If the numerical measurement of O takes a substantial amount of
CPU time (as is generally the case for hadronic observables which require inversions of the
Dirac operator), it is usually advantageous to skip about 2τO,int configurations between the
measurements. On the other hand, if the autocorrelation time is expected to be small for the
observable of interest and only a limited number of configurations are available, it can make
sense to perform measurements on each configuration.

The discussion so far, and in particular the calculation in eq. (6.4), is only valid for primary
observables, i.e., such which can be calculated directly on a single configuration and the
expectation value of which can be estimated with eq. (3.49) [80]. In lattice studies, however, one
is frequently dealing with secondary or derived observables which are determined by functions
of the averages of primary observables, F̂ = f(Ôα) [171]. Here, α labels different primary
observables, and F̂ can depend on several Ôαs. In particular, due to the reweighting, all
observables considered in this thesis are secondary (cf., eq. (3.71)).

The variance of F̂ is given by σ2
F̂

= ⟨(F̂ − F )2⟩. In order to evaluate this expression, we
Taylor expand the estimator F̂ around the true expectation value F [171],

F̂ = F +
∑

α

fα

(
Ôα − ⟨Oα⟩

)
+ 1

2
∑

α,β

fαβ

(
Ôα − ⟨Oα⟩

)(
Ôβ − ⟨Oβ⟩

)
+O

((
Ôα − ⟨Oα⟩

)3
)
,

(6.6)
where the coefficients are given by derivatives of the function f evaluated at the exact values of
the primary observables,

fα = ∂f

∂Oα

∣∣∣∣
⟨Oα⟩

, fαβ = ∂2f

∂Oα∂Oβ

∣∣∣∣
⟨Oα⟩,⟨Oβ⟩

. (6.7)

It follows from eq. (6.6) that F̂ is a biased estimator unless the function f is linear [171],

⟨F̂ − F ⟩ ≈ 1
2
∑

α,β

fαβCα̂β , (6.8)
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where
C
α̂β

=
〈(
Ôα − ⟨Oα⟩

)(
Ôβ − ⟨Oβ⟩

)〉
(6.9)

is the covariance matrix of the estimators Ôα and Ôβ .
To derive an expression for the covariance matrix of the estimators in the presence of

autocorrelation, we define the cross-autocorrelation function of the primary observables Oα
and Oβ [171],

Cαβ(∆t̂) =
〈
[Oα(t̂)− ⟨Oα(t̂)⟩][Oβ(t̂+ ∆t̂)− ⟨Oβ(t̂+ ∆t̂)⟩]

〉
(6.10)

and its normalized equivalent

Γαβ(∆t̂) = Cαβ(∆t̂)
Cαβ(0) . (6.11)

Here, Cαβ(0) = Cαβ, the covariance matrix of the (primary) observables Oα and Oβ. By
performing a calculation similar to eq. (6.4) one finds for the covariance matrix of the estimators
[171],

C
α̂β

= Cαβ
N

N∑

t=−N
Γαβ(|t|)

(
1− |t|

N

)
≈ Cαβ

N
2ταβ,int(N), (6.12)

where ταβ,int(N) is defined analogously to eq. (6.5).
Using this result, we can derive an expression for the variance of the estimator F̂ of a

secondary observable F [171],

σ2
F̂

= ⟨(F̂ − F )2⟩ ≈
∑

α,β

fαfβCα̂β ≈
∑

α,β

fαfβ
Cαβ
N

2ταβ,int(N), (6.13)

where we have neglected terms of O
(

(Ôα − ⟨Oα⟩)3
)

and the factor 1− |t|/N as in eq. (6.12). If
we define the variance of F ,

σ2
F =

∑

α,β

fαfβCαβ , (6.14)

and the integrated autocorrelation time for F ,

τF,int(N) = 1
σ2
F

∑

α,β

fαfβCαβταβ,int(N) = 1
2σ2

F

N∑

t=−N

∑

α,β

fαfβCαβΓαβ(|t|), (6.15)

we can bring eq. (6.13) into the familiar form [171]

σ2
F̂
≈ σ2

F

N
2τF,int(N). (6.16)

In order to evaluate the integrated autocorrelation time and thus obtain a value for the
variance σ2

F̂
in the presence of autocorrelation, one needs to find a suitable estimator for the

autocorrelation function Γαβ . This is achieved by the Gamma method which we will explain in
the next subsection.

A popular alternative which completely avoids the calculation of the autocorrelation function
as well as of any derivatives fα is binning combined with specific techniques for small data sets
which can estimate the error of secondary observables. We will introduce these methods, which
we use for our main analysis, after the discussion of the Gamma method.
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6.1.1 The Gamma method
The Gamma method, which was introduced in Ref. [171], owes its name to the fact that it
explicitly estimates the autocorrelation function Γαβ(∆t̂). For this purpose, one replaces the
unknown true expectation values in eq. (6.10) by the average over configurations,

Ĉαβ(∆t̂) = 1
N −∆t̂

N−∆t̂∑

t̂=1

[Oα(t̂)− Ôα][Oβ(t̂+ ∆t̂)− Ôβ ], (6.17)

where Ôα,β are the usual estimators defined by the average over all N configurations (cf.,
eq. (3.49)). Because the ensemble mean is used for both the “outer” and the “inner” expectation
values in eq. (6.17), this estimator is not unbiased. However, the bias is of O(1/N) and can
hence usually be neglected compared to the statistical error of O(1/

√
N) [171]. For secondary

observables, one additionally needs the Taylor coefficients fα (cf., eq. (6.7)), which are estimated
by evaluating the derivative at the estimators Ôα instead of at the true expectation values
⟨Oα⟩. We will call the thus defined coefficients f̂α.

Using these replacements in eq. (6.4) and eq. (6.13), respectively, one can in principal compute
the variances of both primary and secondary observables. The only remaining issue is the
truncation of the sum over t in eq. (6.5) and eq. (6.15), respectively. As already mentioned, the
statistical error of the integrated autocorrelation time is growing with the summation window
W (more concretely, it is proportional to

√
W/N). However, the truncation also induces a bias,

i.e., a systematic error, which behaves like exp(−W/τ), i.e., it is diminishing with W . Here, τ
characterizes the asymptotic exponential decay of Γαβ(∆t̂) with ∆t̂. Based on these estimates
of the statistical and systematic errors of τF,int(W ), an optimal window W has been derived
in Ref. [171]. To automatically find the optimal W , one assumes that τ ∼ SτF,int with some
factor S and solves for τ . S should be chosen such that τF,int(W ) exhibits a plateau at the
automatically selected value of W [171].

For the ratios of three- and two-point functions defined in eq. (6.43) below, which are directly
related to the form factors we intend to extract, we find that τint ∼ 0.5− 1 on our ensembles.
This indicates that autocorrelations are largely absent in the quantities we are mainly interested
in. For the two- and three-point functions considered individually, this is no longer the case.
However, we will always normalize the three-point functions as in eq. (6.43) before proceeding
with the analysis, and the individual two-point functions are only used to compute the pion
and nucleon masses. Although the latter will serve as input for our main analysis, their errors
are completely subdominant compared to the ones of the ratios.

In fig. 6.1, the projected normalized autocorrelation ρ(∆t̂) =
∑

α,β f̂αf̂βΓ̂αβ(∆t̂) and the
integrated autocorrelation time are shown for the zero-momentum-projected two-point function
on D200 at tsep = 16a. Note that we have taken into account a scaling factor of 2 for the
computer time here because on D200 only every second configuration is used for the two-point
function from which the nucleon mass is extracted (cf., table 5.1). The vertical red line indicates
the automatically chosen window W = 46. In order to ensure that this value coincides with the
onset of the plateau of τint(W ), we had to set S = 3.5. In the left panel of fig. 6.1, one can
nicely see that the onset of the plateau of the integrated autocorrelation time corresponds to
the point where the autocorrelation function becomes compatible with zero. As can be read off
from the right panel of fig. 6.1, the Gamma method yields τint = 4.4(1.3) for this example of
the two-point function, i.e., a clearly non-negligible autocorrelation is present.

This is to be contrasted with the ratio of three- and two-point functions shown in fig. 6.2
(Ru+d,conn

V0
at the first non-vanishing momentum transfer on D200, tsep = 16a and t = 8a). Here,

the autocorrelation function becomes almost compatible with zero already at ∆t̂ = 1.1 This
1Note that t̂ has not been scaled here because every configuration is used (cf., table 5.2).
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Figure 6.1: Projected normalized autocorrelation and integrated autocorrelation time of
C2(0; tsep = 16a) on the ensemble D200. The vertical red line indicates the auto-
matically chosen window.

indicates that autocorrelations are barely resolvable. Using the default value of S = 1.5, we
obtain an optimal window of W = 4, coinciding with the first plateau in τint at τint = 0.628(55).

6.1.2 Binning
The discussion in the previous subsection already suggests that a very sophisticated calculation
of the autocorrelation time might not be required for our analysis. Furthermore, the Gamma
method relies on a linear approximation of secondary observables around their true expectation
value in order to determine the effects of error propagation. A method which does not require
such an approximation and avoids the sometimes costly calculation of the autocorrelation
function is binning. Here, one divides the raw data into sub-blocks of a specified size and
averages the primary quantities first in these bins. The obtained bin averages themselves can
then be considered as results of single measurements. If the bin size is large enough, these bin
averages can be treated as uncorrelated [83].

To find the optimal bin size, one can study the dependence of the obtained error estimate on
the bin size B. In this comparison, the error of the error needs to be taken into account. The
relative statistical error of the error due to the finite number of bins can be estimated by [171]

δstat(σF̂,bin)
σF̂,bin

=
√

2B
N
, (6.18)

i.e., it is rising with the bin size because a larger B means that fewer bins are available to
estimate σF̂ . In practice, at a given number of available configurations, one needs to balance
the improved removal of autocorrelation with the growing error of the error.

An example for such a binning analysis is shown in fig. 6.3 for the two observables corre-
sponding to figs. 6.1 and 6.2. Here, we have estimated the errors using Jackknife resampling
(cf., section 6.1.4 below). For the two-point function (left panel), the error tends to increase

85



6 Analysis and results

0 2 4 6 8

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

normalized autocorrelation of R
V

0

u+d, conn

0 2 4 6 8

W

0.4

0.5

0.6

0.7

0.8

0.9

1

in
t

int
 with statistical errors of R

V
0

u+d, conn

Figure 6.2: Projected normalized autocorrelation and integrated autocorrelation time of
Rconn,u+d
V0

(1; tsep = 16a, t = 8a) on the ensemble D200. The vertical red line
indicates the automatically chosen window.

with the bin size until an approximate plateau is reached, while the error of the error keeps
growing. The error increase is due to the presence of autocorrelations which are successively
removed by considering larger bins. For the ratio (right panel), on the other hand, there is
barely any significant error increase visible. Note that we have also scaled the horizontal axis
with a factor of 2 for the two-point function here in order to enable a like-by-like comparison
with the ratio. In practice, the data for the two-point function are binned with half the bin
sizes shown in the plot.

Since the picture is very similar to the right panel of fig. 6.3 for the ratios on all ensembles
used in this thesis, we generally employ a bin size of 2, if the spacing between two analyzed
configurations in terms of molecular dynamics time does not already account for this factor.
The latter is the case for the disconnected contribution on C101 and D200, for the connected
contribution on E250, and for both the connected and the disconnected contributions on E300
and J303 (cf., tables 5.2 and 5.3; for J303, also note the comment at the end of section 4.2.5).
In order to enable a consistent Jackknife analysis, we employ the same bin sizes also for the
determination of the nucleon and pion masses from the corresponding two-point functions even
though more autocorrelation is present in these observables. As already mentioned, the errors
of the masses are completely subdominant compared to the ones of the ratios, so that this
choice does not significantly influence the error estimates of our final results.

6.1.3 Bootstrap resampling
Once the data have been binned appropriately and can be considered as uncorrelated, the central
values and error estimates of the observables of interest can be determined. For secondary
observables, however, this is not straightforward since they are defined as functions of the
averages of primary observables. To determine the effect of error propagation and thus obtain
a reasonable estimate for the error of a secondary observable without using an approximation
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as in the Gamma method, one can use the technique of bootstrap resampling introduced in Ref.
[172].

Consider a size-N sample of primary observables drawn from an unknown probability
distribution P , Oα = (Oα(1), Oα(2), . . . , Oα(N)). This sample gives rise to an empirical
distribution P̂ : it is the discrete distribution that puts probability 1/N on each value Oα(i),
i = 1, . . . , N . A bootstrap sample is now defined as a random sample of size N drawn from
P̂ , and we will denote it by O∗

α = (O∗
α(1), O∗

α(2), . . . , O∗
α(N)). In other words, the bootstrap

data points O∗
α(1), O∗

α(2), . . . , O∗
α(N) are obtained as a random sample of size N drawn with

replacement from the population (Oα(1), Oα(2), . . . , Oα(N)) [173]. Based on the bootstrap
sample of the primary observables, we can also define the bootstrap replication of a secondary
observable F as follows [173],

F̂ ∗ = f(Ô∗
α), Ô∗

α = 1
N

N∑

i=1
O∗
α(i). (6.19)

In total, there are
(2N−1

N

)
distinct bootstrap samples [173], a huge number even if N is only

moderately large. Since it is practically impossible to compute all these samples, one randomly
draws B independent bootstrap samples and evaluates the secondary observables on them. The
variance of F̂ can then be estimated by

(
σ

(B)
F̂

)2
= 1
B

B∑

b=1

[
F̂ ∗(b)− F̂

]2
. (6.20)

Similarly, for K secondary observables Fk, k = 1, . . . ,K, one can compute the covariance matrix
of the estimators F̂k. The entry of this matrix with the indices k and k′ is given by

C
(B)
k̂k′ = 1

B
B∑

b=1

[
F̂ ∗
k (b)− F̂k

] [
F̂ ∗
k′(b)− F̂k′

]
. (6.21)

A major advantage of the bootstrap is that it can be straightforwardly applied to arbitrarily
complicated secondary observables without the need to keep track of derivatives as for the
Gamma method. A particularly important example are fits (cf., section 6.2): one simply
performs the fit on each bootstrap sample b ∈ {1, . . . ,B} to obtain the bootstrap replica F̂ ∗(b)
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of the corresponding derived observable. It is not required to differentiate through the fitting
procedure or perform any other theoretical calculations.

As derived in eq. (6.8), F̂ is not unbiased as an estimator for F unless the function f is linear.
The bias can be estimated from the bootstrap samples as the difference between the mean over
the bootstrap replica and the mean over all data [173],

⟨F̂ − F ⟩(B) = 1
B

B∑

b=1
F̂ ∗(b)− F̂, (6.22)

which clearly vanishes if f is linear. In principal, one could use eq. (6.22) to replace F̂ by a
bias-corrected estimator [173],

F̂unbiased = F̂ − ⟨F̂ − F ⟩(B) = 2F̂ − 1
B

B∑

b=1
F̂ ∗(b). (6.23)

In practice, however, the error of the bias is usually much larger than the error of the error
at the same number B of bootstrap samples. Thus, correcting for the bias might significantly
increase the variance of our estimator [173]. For this reason, we do not apply the bias correction
eq. (6.23) in our analysis. A better approach is to compute the bias estimate eq. (6.22), but not
apply it to the final result. If the obtained bias is small compared to the error, as is the case
for the observables considered in this thesis, it is safe to use the uncorrected F̂ . If a large bias
is found, this is usually an indication that the chosen statistics is not an appropriate estimate
of the parameter one is actually interested in [173]. In practice, this can also mean that (part
of) the data-analysis procedure is not statistically sound and should be revised.

6.1.4 Jackknife resampling
An alternative to bootstrap is Jackknife resampling which was first introduced for bias correction
in Ref. [174] and for error estimation in Ref. [175]. The general idea is similar to the bootstrap,
but one focuses on the samples that leave out one observation at a time. Accordingly, the j-th
Jackknife sample is constructed by removing the j-th observation from the original data set,
O(J)
α (j) = (Oα(1), . . . , Oα(j − 1), Oα(j + 1), . . . , Oα(N)) [173]. The j-th Jackknife replication

of the primary observable Oα is hence given by [80],

Ô(J)
α (j) = 1

N − 1
∑

i̸=j
Oα(i). (6.24)

Analogously to the bootstrap, the j-th Jackknife replication of a secondary observable F is
calculated as F̂ (J)(j) = f(Ô(J)

α (j)) [173].
If the sample size of the original data set is N , there are exactly N distinct Jackknife samples.

Therefore, it is perfectly possible to compute all of them and estimate the variance of F̂ as [83,
171],

(
σ

(J)
F̂

)2
= N − 1

N

N∑

j=1

[
F̂ (J)(j)− F̂

]2
. (6.25)

Covariance matrices are analogously estimated by

C
(J)
k̂k′ = N − 1

N

N∑

j=1

[
F̂

(J)
k (j)− F̂k

] [
F̂

(J)
k′ (j)− F̂k′

]
. (6.26)
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The Jackknife estimate of bias is given by [173, 174],

⟨F̂ − F ⟩(J) = (N − 1)


 1
N

N∑

j=1
F̂ (J)(j)− F̂


 . (6.27)

However, we do not correct our final results for this bias for the reasons given in our discussion
of the bootstrap bias estimate above.

Comparing eqs. (6.25) to (6.27) to their analogues for the bootstrap, eqs. (6.20) to (6.22),
one notices a common inflation factor of (N − 1). Intuitively, this is required because the
Jackknife samples are more similar to the original data set than typical bootstrap samples. For
a stricter derivation of this factor, we refer to Ref. [173]. The closer similarity to the original
data set also represents one of the major advantages of the Jackknife over the bootstrap: the
occurrence of numerical issues is much less likely. For our analysis, this will become important
due to the square root in the ratio eq. (6.43). The probability that the argument of the square
root becomes negative due to statistical fluctuations is significantly smaller for Jackknife than
for bootstrap resampling. For this reason, we generally use Jackknife instead of bootstrap
resampling in our analysis. Still, we have exemplarily checked that for low momenta, where the
fluctuations in our data are small enough to enable a bootstrap analysis without numerical
issues, the errors obtained from bootstrap resampling agree very well with those obtained from
Jackknife resampling.

Similar to the derivation of the (N − 1)-factor, one can show that the Jackknife estimates for
the error (bias) agree with the bootstrap ones for linear (quadratic) functions f2 [173]. For
nonlinear functions, the Jackknife can essentially be thought of as a linear approximation of
the bootstrap [173, 175].

An important shortcoming of the Jackknife is that it is only applicable to smooth, i.e.,
differentiable, functions f . For non-smooth functions, the Jackknife is inconsistent, i.e., the
Jackknife error estimate eq. (6.25) does not converge to the true error σF̂ of F̂ for N → ∞
[173]. For example, it is not possible to replace the mean by the median in a Jackknife analysis,
while in a bootstrap analysis, this is in principal possible.

Both bootstrap and Jackknife resampling can be combined with binning by first organizing
the data for the primary observables in blocks of length B and treating the block averages as
entries of the original data set Oα. For the Jackknife, this is equivalent to deleting entire blocks
of B consecutive data points each in eq. (6.24) instead of only single values,

1
N/B − 1

N/B∑

i=1
i̸=j

1
B

B∑

l=1
Oα(Bi+ l) = 1

N −B
N∑

i=1
i/∈{Bj,...,B(j+1)−1}

Oα(i). (6.28)

As a final remark, we note that there exist different conventions in the literature for the
bootstrap and Jackknife (co-)variances: one can either subtract the mean over all data [83, 171],
as we have done, or the mean over the bootstrap/Jackknife replica [80, 173]. The difference is
exactly of the order of the bias which we have found to be small compared to the error of our
observables.

6.1.5 The parametric bootstrap
As explained above, we need to use Jackknife instead of bootstrap resampling for the analysis
of the ratios in order to suppress numerical issues due to statistical fluctuations. This, however,

2up to a definitional factor of
√

(N − 1)/N which is negligible for large enough N .
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comes at the price of having a different number of resamples on each ensemble because the
number of configurations differs between ensembles (cf., table 4.1). For this reason, it is
impossible to perform a global analysis across all ensembles within the Jackknife framework.

To circumvent this issue, we generate parametric bootstrap samples on each ensemble before
moving to the global step of the analysis. In the parametric bootstrap, instead of B times
drawing N samples with replacement from the empirical distribution P̂ and each time averaging
over these N points, one draws B samples from a parametric estimate P̂par of the distribution
[173]. These are then treated in the same way as the F̂ ∗

k (b). In our case, we assume on each
ensemble P̂par to be a (multivariate) Gaussian with central values F̂k and the covariance matrix
C

(J)
k̂k′ estimated from the original Jackknife samples according to eq. (6.26). For data derived

from a Monte-Carlo simulation, this is in general a good assumption due to the central limit
theorem [173]. We have also visually checked that the histograms of the marginal Jackknife
distributions indeed look Gaussian.

From the parametric bootstrap samples, one can again build a covariance matrix according
to eq. (6.21) and compare it to the original covariance matrix of the Jackknife samples. To
sufficiently accurately reproduce also the smaller elements of the original covariance matrix,
many more bootstrap samples are required than for a single observable, where one just needs to
reproduce two numbers (central value and variance). In this thesis, we employ 10 000 parametric
bootstrap samples and thus arrive at a bootstrap covariance matrix which is consistent with
the original (Jackknife) one.

6.2 Regression analysis
A common problem in Lattice-QCD analyses is regression, i.e., finding the parameter values of
a certain functional form that best fit a given set of data. In the following, we will first define
the corresponding problem and introduce general methods to solve it. Next, we will explain the
VarPro method which can facilitate the fit if the function is given as a linear combination
of nonlinear functions. Finally, we will introduce the concept of Bayesian priors which can be
used to constrain and stabilize fits.

6.2.1 Least-squares fits
Let yi, i = 1, . . . ,m be data measured as a function of an independent variable t with
corresponding values ti. The covariance matrix of the data, which we will denote by Cij
in the following, can for example be estimated by bootstrap or Jackknife resampling (cf.,
eqs. (6.21) and (6.26), respectively). Consider now a function f(t; a) with some free parameters
ak, k = 1, . . . , n as a model for the data point y corresponding to the value t of the independent
variable. The aim of a correlated least-squares fit is to find the parameters a∗

k, k = 1, . . . , n
which minimize the correlated sum of squared deviations between data and model,

χ2(a∗) = min
a

m∑

i,j=1
[yi − f(ti; a)]C−1

ij [yj − f(tj ; a)] = min
a

m∑

i=1
d2
i (a). (6.29)

Here, we have defined the generalized deviations

di(a) =
m∑

j=1
[yj − f(tj ; a)]LC−1,ji, (6.30)

where LC−1 is the Cholesky decomposition of C−1, defined such that LC−1LTC−1 = C−1. The
Cholesky decomposition is guaranteed to exist because the covariance matrix and thus also its
inverse are by definition symmetric and positive definite.
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Many methods have been developed over the years and are available for the numerical solution
of least-squares problems with nonlinear functions f . In this thesis, we use the optimize module
of SciPy [176] to interface either the Levenberg-Marquardt algorithm [177, 178] or the Trust
Region Reflective algorithm [179]. Both of these algorithms find local minima of the residual
χ2(a). If the function f is linear in the fit parameters a, a solution to the problem eq. (6.29)
can be derived analytically. Nevertheless, we also solve linear systems numerically since the
numerical algorithms quoted above are very efficient and stable for the solution of linear systems.

The residual sum of squares at the best-fit point, χ2(a∗), can serve as an indication how
well the function f is able to describe the data. If the data has indeed been generated from a
process following the function f , any deviations should be purely statistical in nature. Due
to the central limit theorem, the yi would then follow a multivariate Gaussian distribution
around the values f(ti; a∗). In this case, the residual sum of squares χ2(a∗) would follow a
χ2-distribution with m− n degrees of freedom (hence the name). To judge the quality of fit,
one can thus perform a χ2-test. Its p-value (the probability to obtain a value for χ2(a∗) at
least as large as the actually observed one under the assumption that the above hypothesis is
correct) is given by

p = 1− cdfχ2(χ2(a∗),m− n). (6.31)

Here, cdfχ2(x,m− n) is the cumulative distribution function of the χ2-distribution with m− n
degrees of freedom. If the p-value is smaller than a predefined threshold (5 % and 1 % are
common values), one has to reject the hypothesis that the data has been generated from a
process described by the fit function f . On the contrary, if the p-value is close to 1, this
indicates overfitting since the data fluctuate much less than expected from statistical reasons
around the values predicted by the model. For the one-sided test defined in eq. (6.31), the
p-value should hence ideally be around 1/2.

In practice, it happens frequently that the covariance matrix is badly estimated. In this
case, performing a fully correlated fit can lead to artefacts in the results for the fit parameters.
To circumvent this issue, one can either regularize the covariance matrix in some way, e.g.,
by damping the off-diagonal elements or by imposing a cut on the singular values, or directly
perform an uncorrelated fit. The latter corresponds to using C̃ij = Ciiδij (no sum over i)
instead of Cij in eq. (6.29) [83]. One has to be aware, however, that any artificial change of the
covariance matrix renders the residual sum of squares χ2(a∗) and thus the p-value meaningless
as a measure for the fit quality. A modified fit-quality criterion based on the expectation value
of the modified χ2(a∗) has been derived in Ref. [180], but is not used in this thesis because we
generally employ fully correlated fits.

Regression analysis can be combined with bootstrap or Jackknife resampling by performing
the fit on each data sample to obtain sample values for the best-fit parameters, as mentioned in
section 6.1.3 above. The covariance matrix, on the other hand, is kept fixed between samples.

6.2.2 The VarPro method
If the model function can be written as a linear combination of nonlinear functions, the
VarPro method [181] can be used to simplify and stabilize the numerical minimization
procedure. In this context, one considers model functions of the form

f(ti; a,α) =
pl∑

k=1
akϕk(ti; α), (6.32)

i.e., f depends linearly on the coefficients ak, k = 1, . . . , pl and nonlinearly on the parameters
αk, k = 1, . . . , pnl. The total number of fit parameters is thus n = pl + pnl. If we define the
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matrix of nonlinear model functions Φij(α) = ϕj(ti; α), we can write the correlated sum of
squared deviations as

χ2(a,α) = [y− Φ(α)a]TC−1[y− Φ(α)a] = ∥[y− Φ(α)a]TLC−1∥2. (6.33)

At a fixed value of α, minimizing eq. (6.33) as a function of a is a linear problem and can
as such be solved analytically. To find the solution a∗ = arg mina χ

2(a,α), we compute the
gradient of χ2(a,α) with respect to a and set it to zero,

∇aχ
2(a,α)|a=a∗ = −

[
ΦT (α)C−1[y− Φ(α)a∗]

]T − [y− Φ(α)a∗]TC−1Φ(α)
= −2[y− Φ(α)a∗]TC−1Φ(α) = 0. (6.34)

Here, we have made use of the fact that C−1 is symmetric. Equation (6.34) can only be fulfilled
if

yTC−1Φ(α) = (a∗)TΦT (α)C−1Φ(α), (6.35)

or, what is equivalent because C−1 is symmetric,

ΦT (α)C−1y = ΦT (α)C−1Φ(α)a∗. (6.36)

Hence, the sought solution must be given by

a∗ = [ΦT (α)C−1Φ(α)]−1ΦT (α)C−1y. (6.37)

This can now be plugged into eq. (6.33) to define a modified residual which only depends on α.
In Ref. [181], it has been shown that, roughly speaking, (a∗,α∗) is a critical point of χ2 if

and only if α∗ is a critical point of the modified residual function and a∗ satisfies eq. (6.37).
Therefore, one only needs to solve numerically for the nonlinear parameters α, while the
corresponding linear coefficients can be calculated exactly using eq. (6.37). This eliminates in
particular the need for initial guesses for the coefficients a. Since nonlinear functions are not
protected against having multiple local minima and numerical optimizers can in general only
find local solutions, whether one obtains the desired solution to a nonlinear fit can crucially
depend on the initial guesses for the fit parameters. In such a situation, not depending on
initial guesses at least for part of the parameters can help to stabilize the fit.

6.2.3 Bayesian priors
Another issue that can also occur for sufficiently complicated linear fits is that some of the
parameters might not be well constrained by the given data. This can render the whole fit, i.e.,
also the results for the other parameters, unstable. Under these circumstances, it is desirable to
use a priori knowledge about the badly constrained parameters to stabilize the fit. If firm and
precise knowledge about the values of these parameters exists, the known values can directly
be plugged into the model and thus fixed. A much more common situation is, however, that
one only has a rough and/or uncertain prior knowledge about the parameter values.

In this case, one can use Bayesian priors to constrain the fit. The method has been suggested
in Ref. [182] and is motivated by Bayes’ theorem,

P (a|y) = P (y|a)P (a)
P (y) ∝ P (y|a)P (a). (6.38)

The denominator is the probability to obtain the data y from any model; it is thus independent
of the parameters a and can be neglected. The first term of the numerator is the probability to
obtain the data y given the parameter values a and can, in the context of least-squares fits,
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be calculated as P (y|a) = exp[−χ2(a)/2] with χ2(a) as in eq. (6.29). The second term of the
numerator, P (a), quantifies the prior probability of the parameters.

In practice, it is unusual to have a priori knowledge about the full distribution of the
parameters. One rather wants to specify only the central values and corresponding error
margins, i.e., one assumes ak ≈ ãk ± σ̃ak

. It has been argued in Ref. [182] that in such a
situation, the least biased prior distribution one can assume is a Gaussian,

P (a) = e−χ2
prior(a)/2, χ2

prior(a) =
n∑

k=1

(ak − ãk)2

σ̃2
ak

. (6.39)

This leads to the posterior distribution P (a|y) ∝ exp[−χ2
aug(a)/2], where the augmented

residual is defined as χ2
aug(a) = χ2(a) + χ2

prior(a), i.e., one simply adds the prior term to the
usual residual. Of course, one does not need to set priors on all parameters. One can also
choose to set priors only on some of them (e.g., the ones which are least constrained by the
data) by restricting the sum in eq. (6.39) to these parameters.

A full Bayesian analysis would require the calculation of the expectation values of the
observables of interest under the posterior distribution P (a|y). These take the form of integrals
over parameter space. In practice, however, these integrals are quite costly and difficult to
evaluate because the posterior distribution is typically very sharply peaked around its maximum
[182]. In lattice field theory analyses, it is therefore common to just quote the posterior mode
a∗

PM = arg maxa P (a|y) which can be obtained by minimizing χ2
aug(a) with the same methods

that one uses to minimize χ2(a) in a conventional least-squares fit. Uncertainties are then
quantified in the usual way by bootstrap or Jackknife resampling. To incorporate the effects
of the priors into the bootstrap or Jackknife distribution of the parameters a, one has to use
resamples also for the central values of the priors ã. If the priors are obtained from a previous
analysis (e.g., a fit to different [subsets of] data constraining the same physical parameters),
the resamples outputted by it can simply be used as sample values for the priors3. If the prior
central values are set by hand (e.g., to 0), one can resample them using a procedure analogous
to the parametric bootstrap explained in section 6.1.5, as suggested in Ref. [182].

6.3 Exceptional configurations
On some ensembles, we observe that individual measurements on a small number of configura-
tions are located very far outside the distribution of the vast majority of configurations. The
appearance of these outliers is likely to be connected to configurations with localized low modes
of the Dirac operator which are picked up by our point sources [83, 124]. Such exceptionally
small eigenvalues of the Dirac operator can occur because the Wilson Dirac operator breaks
chiral symmetry explicitly. In this context, we refer to the discussion at the beginning of
section 4.2.2, where a twisted-mass regulator was introduced in order to mitigate exactly this
issue. Nevertheless, the probability that exceptionally small eigenvalues occur is still nonzero,
in particular at low quark masses and coarse lattice spacings. Similar observations of outliers
have already been reported for previous analyses on CLS ensembles [183, 184].

Normally, one would expect a Gaussian distribution for the Jackknife samples due to the
central limit theorem. The outliers make the actual distribution deviate significantly from
this expected shape. Keeping the exceptional configurations in the sample thus leads to a
drastically increased error and, more importantly, to an unexpected scaling of the error with
the source-sink separation, i.e., the error is in many cases inflated strongly only for single values

3provided that the bootstrap resampling of the data entering the two fits is done consistently, i.e., the same
seed for the random-number generator is used for observables correlated between the two fits.
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Figure 6.4: Connected contribution to the isoscalar effective form factors at the first non-
vanishing momentum on the ensemble D200 (Q2 ≈ 0.091 GeV2). The data have
been extracted from all 2000 gauge configurations using Jackknife resampling
without binning. The left plot shows the electric and the right one the magnetic
form factor. For each source-sink separation tsep, the effective form factors are
displayed as a function of the operator insertion time t, offset to the midpoint
between nucleon source and sink. The data points are horizontally displaced for
better visibility.

of tsep. The most prominent example is D200, where we identify one configuration (r000n757)
to be the root cause of the gross overestimation of errors.

This is illustrated in figs. 6.4 and 6.5 for the connected contribution to the isoscalar effective
form factors at the first non-vanishing momentum transfer. In fig. 6.4, the data extracted
from all 2000 gauge configurations are shown. It is clearly visible that in particular for the
source-sink separations corresponding to the last iteration (tsep = 16− 22a, cf., table 5.2) the
statistical fluctuations and errors are drastically enhanced. This suggests that mostly some of
the point sources added in the last iteration are problematic.

The origin of this behavior is studied in more detail in fig. 6.5, where we show the Jackknife
distributions at tsep = 16a. No binning has been applied to the data displayed in figs. 6.4
and 6.5, so that each Jackknife sample corresponds to leaving out exactly one configuration.
Obviously, the sample where the configuration r000n757 is left out deviates strongly from the
remaining 1999 samples. In the interpretation of fig. 6.5, one has to keep in mind that Jackknife
samples are shown, not configurations. This implies that the majority of configurations follow
the curve highlighted in blue, not the black curves.

In order to identify the problematic configurations, we first extract the effective form factors
(cf., section 6.5 below) using Jackknife resampling on unbinned data. We then scan the
isovector, connected isoscalar and disconnected contributions for all relevant values of Q2, tsep
and t, employing the procedure introduced in the supplementary material of Ref. [183]. All
configurations for which the corresponding Jackknife samples are more than 6σ removed from
the central value are omitted during the whole main analysis. The numbers in tables 4.1 and 5.1
to 5.4 already reflect this.

It is well known that the mean and standard deviation as estimators for the central value
and width of a distribution, respectively, are very sensitive to outliers. Therefore, we need
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Figure 6.5: Jackknife distribution of the connected contribution to the isoscalar effective form
factors at the first non-vanishing momentum and tsep = 16a on the ensemble D200.
No binning has been applied, so that each Jackknife sample corresponds to leaving
out exactly one configuration. Highlighted are the samples where one of the flagged
configurations is left out.

to substitute them by more robust estimators for the purpose of finding the exceptional
configurations. We use the median, i.e., the value separating the higher half from the lower
half of the population, as a replacement for the mean, and the median absolute deviation,

MAD(y) = med(|y −med(y)|), (6.40)

as a replacement for the standard deviation [183]. In order to make contact with the standard
deviation of a Gaussian distribution, we need to multiply the MAD by a constant scale factor.
This has to be chosen such that ±MAD covers the central 50 % of the cumulative distribution
function of a Gaussian distribution,

1
2 = P (|y − ŷ| ≤ MAD) = P

(∣∣∣∣
y − ŷ
σ

∣∣∣∣ ≤
MAD
σ

)
= cdf

(
MAD
σ

)
− cdf

(
−MAD

σ

)

= cdf
(

MAD
σ

)
−
[
1− cdf

(
MAD
σ

)]
= 2 cdf

(
MAD
σ

)
− 1. (6.41)

It follows that MAD/σ = cdf−1(3/4) or σ = MAD/ cdf−1(3/4) ≈ 1.4826 MAD. Additionally,
we multiply the thus obtained value for σ by the factor

√
N − 1 needed to transform the width

of the Jackknife distribution to that of the distribution of the original data.
Using the method described above, the following configurations get flagged as exceptional

and are consequently removed from the analysis,

C101 r014n293, r014n427, r014n645, r014n793, r014n794, r014n1655, r014n1787

N101 r001n22, r001n71, r003n300, r003n390, r004n203, r006n271

H105 r001n536, r001n926

D450 r010n208, r010n250

E250 r001n49, r001n345

D200 r000n757, r000n1601
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N200 r000n466, r001n327, r001n537

On the ensembles not listed here, we do not find any exceptional configurations. In particu-
lar, there are no exceptional configurations on the ensembles with our finest lattice spacing
corresponding to β = 3.70.

6.4 Hadron masses
The masses of the nucleon and pion on our ensembles are required as input for the further
analysis: The nucleon mass enters the kinematic prefactors in the extraction of the effective
form factors (cf., section 6.5) as well as the definition of Q2 (cf., eq. (5.57)). The pion mass,
on the other hand, is needed for the extra- (or rather inter-)polation to the physical point
because it is employed as a proxy for the light-quark mass. Moreover, it will be used to set the
parameter τcut in the z-expansion fits (cf., section 6.7.2).

In order to enable a consistent and (as far as possible) self-contained analysis, we need to
obtain Jackknife samples for the hadron masses which can subsequently serve as input for our
main analysis of the form factors. Details on how this is done are provided in the following.

6.4.1 The nucleon mass
The nucleon mass is determined from the two-point functions eq. (5.20) at zero momentum.
For this purpose, we use the unpolarized nucleon, i.e., Γp = 1/2(1 + γ0) (the polarization term
proportional to γ5γj does not contribute to the spectral representation of the two-point function
and would thus only add unnecessary noise), and the highest available statistics in terms of
sources (cf., table 5.1). Details on the employed set of sources, also in the context of the
averaging over the forward- and backward-propagating nucleon, can be found in section 5.3.5.

The two-point functions are fitted to a single-exponential ansatz Ae−mtsep as motivated by
eq. (5.29). For the fits, we use the VarPro method (cf., section 6.2.2) which only needs
an initial guess for the mass m. Our preferred fit range is determined by scanning over all
possible fit ranges with a minimal length of 0.8 fm and choosing the one with the smallest
Akaike Information Criterion (AIC) [185, 186]. This criterion is also employed for our final
model averages and discussed in greater detail at the beginning of section 6.10 below. In
order to use the AIC to compare different fit ranges, it needs to be modified to the AICP (cf.,
eq. (6.99) below). The latter contains a term which punishes the cutting of data points fairly
strongly. Hence, one needs to ensure that it does not get too aggressive in terms of excited-state
contamination (at the lower end of the fit interval) and, on ensembles with open boundary
conditions, also in terms of boundary effects (at the upper end of the fit interval). To that end,
we further restrain the scan over fit ranges to such which fulfill tmin

sep ≥ 0.5 fm and tmax
sep ≤ 2.0 fm.

Since the signal for the nucleon two-point function is largely lost for tsep ≥ 2.0 fm anyway,
we impose the latter constraint on all ensembles, i.e., also on such with periodic boundary
conditions. In principle, one should average over all allowed fit ranges using weights as in
eq. (6.101) and assign a corresponding systematic error. As the errors of the nucleon masses
are completely subdominant in our analysis of the form factors, however, we refrain from this
complication here and simply use the one fit range with the smallest AICP .

In fig. 6.6, the result of the single-exponential fit to the two-point function is compared with
the effective mass calculated according to eq. (5.50) for the ensemble N451. The green band
shows the fit result drawn in the preferred fit range 14 ≤ tsep/a ≤ 24. As one can see, this
nicely agrees with the plateau observed in the effective mass.
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Figure 6.6: Effective nucleon mass (blue points) and result of the single-exponential fit to the
nucleon two-point function (green band) on the ensemble N451

6.4.2 The pion mass
The extraction of the pion mass proceeds in a similar way to the nucleon. The pion two-point
functions eq. (5.96) are computed on a subset of the sources employed for the nucleon (cf.,
table 5.4). On ensembles with open boundary conditions, we also fit to a single-exponential
ansatz Ae−mtsep as motivated by eq. (5.101), whereas on ensembles with periodic boundary
conditions, we need to take the backward-propagating pion into account. Here, we symmetrize
the pion two-point function around T/2 according to eq. (5.107) and then fit to a hyperbolic
cosine Ae−mT/2 cosh[m(T/2 − tsep)] as motivated by eq. (5.102). For the fit range scan, we
demand a minimal length of max[0.75 fm, (T/2− 2.25 fm)/2] and 2.5 fm on open and periodic
boxes, respectively. Moreover, we apply the restriction tmin

sep ≥ 0.75 fm on all ensembles as
a safeguard against excited-state effects. On ensembles with open boundary conditions, we
further require that tmax

sep ≤ T/2− 1.5 fm. From the thus allowed fits, we again select the one
with the smallest AICP .

In particular on ensembles with periodic boundary conditions, where we have relatively long
plateaux and associated fit ranges, we observe that the results of correlated fits visually do not
fit the data well. This is presumably due to the very strong point-to-point correlations which
are present in the pion two-point function and the resulting difficulties in accurately estimating
the covariance matrix. Nevertheless, for the purpose of determining the fit ranges, we need to
perform correlated fits since the residuals, which enter the AIC, otherwise loose their meaning
(cf., the discussion close to the end of section 6.2.1). For the final fits from which our values of
the pion mass are taken, however, we use uncorrelated fits.

In fig. 6.7, we compare the result of the uncorrelated cosh-fit to the pion two-point function
on the ensemble N451 to the cosh-effective mass determined from the numerical solution of
eq. (5.108).4 The uncorrelated fit in the preferred range 18 ≤ tsep ≤ 51 agrees very well with
the plateau of the cosh-effective mass.5

The nucleon and pion masses resulting from the analysis described in this section are listed
in table 6.1.

4We remark that the data shown in the right panel of fig. 5.8 and in fig. 6.7 are identical.
5We note that the corresponding correlated fit lies about 1 σ higher; the issue is even worse on the ensembles

D450 and E250 due to the smaller number of available gauge configurations.
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Figure 6.7: Effective pion mass (blue points) and result of the cosh-fit to the pion two-point
function (green band) on the ensemble N451

Table 6.1: Pion and nucleon masses used in this thesis (in units of
√
t0). The quoted errors

include the error of
√
tsym
0 /a [115].

ID
√
t0Mπ

√
t0mN

C101 0.1662(10) 0.7160(35)
N101 0.20777(78) 0.7555(22)
H105 0.2073(19) 0.7704(35)
D450 0.16010(62) 0.7160(40)
N451 0.21167(60) 0.7728(22)
E250 0.09560(59) 0.6882(21)
D200 0.15162(74) 0.7261(23)
N200 0.20626(93) 0.7796(27)
S201 0.2163(13) 0.8323(49)
E300 0.12898(70) 0.7151(23)
J303 0.19476(64) 0.7667(22)

6.5 Ratios and effective form factors
After having discussed our determination of the relevant hadron masses, we can now turn to the
extraction of the form factors. The relations connecting the nucleon three-point functions of
the vector current with the electromagnetic form factors can be obtained by plugging the traces
eqs. (5.58) to (5.60) into eq. (5.55). The resulting expressions still contain energy exponentials
as well as the a priori unknown overlap factors cN . The latter are defined in the same way as
for the nucleon two-point function (cf., eqs. (5.23) and (5.24)). Therefore, these factors can be
cancelled by taking appropriate ratios of the three- and two-point functions, an idea initially
proposed in Ref. [187]. Since eq. (5.55) is only valid in the asymptotic limit, the form factors
extracted from the relations we will provide below are still contaminated by excited states
heavier than the nucleon. We will hence call them effective form factors.

In our analysis, we average the nucleon two-point functions entering the ratios over equivalent
momentum classes as in Ref. [188]. We call all three-momenta p which share the same modulus
|p| equivalent and assign them the equivalence class p = {p̃ ∈ Λ̃(3) : |p̃| = |p|}. Here, Λ̃(3) is
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the set of possible lattice momenta, which is given by the spatial part of the dual lattice defined
in eq. (3.26). The momentum-averaged two-point functions are then defined as

⟨C̄2⟩ (p; tsep) =
∑

p̃∈p

⟨C2⟩ (p̃; tsep)
/∑

p̃∈p

1 . (6.42)

Afterwards, we calculate the ratios [187]

RΓp

Vµ
(0,q; tsep, t) =

⟨CΓp

3,Vµ
⟩ (0,q; tsep, t)

⟨C2⟩ (0; tsep)

√
⟨C̄2⟩ (q; tsep − t) ⟨C2⟩ (0; t) ⟨C2⟩ (0; tsep)
⟨C2⟩ (0; tsep − t) ⟨C̄2⟩ (q; t) ⟨C̄2⟩ (q; tsep)

. (6.43)

The full expression relevant for p′ ̸= 0 (not used in this thesis) can be found in Ref. [188]. From
eqs. (5.29) and (5.55), it follows that the ratios are given by

RΓp

Vµ
(0,q; tsep, t) = 1

4mN

√
2Eq(mN + Eq)

cN (0)
|cN (0)|

c∗
N (−q)
|c̄N (q)| T

Γp

Vµ
(0,q), (6.44)

where

|c̄N (q)|2 =
∑

q̃∈q

|cN (q̃)|2
/∑

q̃∈q

1 . (6.45)

Moreover, the trace factor T Γp

Vµ
(0,q) (cf., eq. (5.56)) is understood to be defined in terms of the

effective form factors Geff
E,M (Q2). The expression

eiϕq = cN (0)
|cN (0)|

c∗
N (−q)
|c̄N (q)| (6.46)

is obviously a pure phase factor which we will always assume to be equal to unity in the following.
In this case, by taking the ratio according to eq. (6.43), we have successfully eliminated all
overlap factors and energy exponentials.

The ratio eq. (6.43) is constructed for the isovector, connected isoscalar and disconnected
light− strange contributions to the three-point functions separately. For the connected part, we
employ for each value of tsep matching statistics in terms of sources for the two- and three-point
functions entering eq. (6.43) (cf., table 5.2). This preserves the full correlation between them,
which slightly reduces the statistical fluctuations in the ratio. For the disconnected part, on
the other hand, the highest statistics at our disposal is utilized for all values of tsep, both for
the two-point functions used to construct ⟨C3,Vµ⟩disc

F
(cf., the second term in eq. (5.70)) and

for the ones entering eq. (6.43). In all cases, the same projection matrix is employed for both
the two- and three-point functions entering eq. (6.43), again to ensure full correlation. For
the connected part, this is only Γp3 = 1/2(1 + γ0)(1 + iγ5γ3). For the disconnected part, we
employ all three polarization directions, Γpj = 1/2(1 + γ0)(1 + iγ5γj), j = 1, 2, 3, and average the
thus obtained effective form factors (see below). Moreover, we average over the forward- and
backward-propagating nucleon for the disconnected part.

In our analysis, we hence extract all form factors using polarized projectors of the form
Γpj = 1/2(1 + γ0)(1 + iγ5γj). During the writing of this thesis, however, it has been noticed that
a more advantageous choice would be to extract the electric form factor from the 0-component
of the vector current using the unpolarized projector Γp0 = 1/2(1 + γ0) (cf., eq. (5.58)) and the
magnetic form factor from the orthogonal spatial components using Γ̃pj = 1/2(1 + γ0)iγ5γj . This
is because in the 0-component of the vector current, the γ5γj-term only contributes noise which
has to average to zero (as mentioned in section 5.4.1). Therefore, directly omitting this part
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of the projector would lead to a significantly reduced error for GE . Similarly, the 1 in the
second bracket of Γpj yields the imaginary part proportional to GE in eq. (5.60) and only noise
in the real part, and could thus be omitted for the extraction of GM . These improvements
are only applicable to the disconnected part because in the connected part, only three-point
functions with one projector from which all form factors can be extracted have been calculated
in order to save computing time (cf., section 5.4.3). Since the error of the full isoscalar form
factors is already completely dominated by the connected part in our calculation, our somewhat
disadvantageous choice of projectors should not strongly affect any of our final results.

By plugging eqs. (5.58) to (5.60) into eq. (6.44), we find that the ratios for the projector
Γpj = 1/2(1 + γ0)(1 + iγ5γj) can be decomposed as,

R
Γp

j

V0
(0,q; tsep, t) =

√
mN + Eq

2Eq
Geff
E (Q2; tsep, t), (6.47)

R
Γp

j

Vj
(0,q; tsep, t) = iqj√

2Eq(mN + Eq)
Geff
E (Q2; tsep, t), (6.48)

R
Γp

j

Vk ̸=j
(0,q; tsep, t) = 1√

2Eq(mN + Eq)

[
iqkG

eff
E (Q2; tsep, t) + ϵjklqlG

eff
M (Q2; tsep, t)

]
. (6.49)

Here, Geff
E and Geff

M are the effective electric and magnetic form factors, respectively, which
still depend on the source-sink separation tsep and the operator insertion time t because they
contain contributions from excited states. The spatial components of the vector current are
not employed to compute the electric form factor as they are more noisy. Hence, we use the
following estimators [60, 67],

Geff
E (Q2; tsep, t) =

√
2Eq

mN + Eq

∑

q̃∈q

R
Γp

j

V0
(0, q̃; tsep, t)

/∑

q̃∈q

1 , (6.50)

Geff
M (Q2; tsep, t) =

√
2Eq(mN + Eq)

∑

q̃∈q∑
k ̸=j q̃

2
k ̸=0

∑
k,l ϵjklq̃l ReRΓp

j

Vk
(0, q̃; tsep, t)∑

k ̸=j q̃
2
k

/ ∑

q̃∈q∑
k ̸=j q̃

2
k ̸=0

1 ,

(6.51)

where we average over all three-momenta q̃ belonging to the equivalence class q and thus
yielding the same Q2 (except for those with

∑
k ̸=j q̃

2
k = 0 in case of the magnetic form factor).

As mentioned above, we use only z-polarization (j = 3) for the connected part, while for the
disconnected part, we average over j = 1, 2, 3.

Furthermore, we assume the relativistic dispersion relation Eq =
√
m2
N + |q|2. We have

checked explicitly that employing the extracted ground-state energies also for non-vanishing
momenta instead of the above dispersion relation does not change our results for the ground-
state form factors significantly. This is illustrated in figs. 6.8 and 6.9 for the ensemble D200: In
fig. 6.8, we compare the extracted ground-state nucleon energy at different values of |q|2 (where
we have averaged over all equivalent momenta) with the relativistic dispersion relation based
on the nucleon mass. We note that we have used the same fit range for all momenta, namely
the one determined at zero momentum as detailed in section 6.4.1. In this way, we achieve a
consistent energy extraction across momenta, albeit at the price of potentially suboptimal fit
ranges for individual momenta.

In fig. 6.9, we compare the ground-state form factors in the connected isoscalar channel
corresponding to the two sets of energies, where the ground state has been identified by the
methods described in sections 6.6.2 and 6.6.4 below. Even though the energies themselves can
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Figure 6.8: Extracted ground-state nucleon energy as a function of the three-momentum squared
and relativistic dispersion relation on the ensemble D200
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Figure 6.9: Connected contribution to the isoscalar electromagnetic form factors on the ensemble
D200 as a function of Q2. For the blue points, the extracted nucleon energies have
been employed, and for the orange points the relativistic dispersion relation. The
ground state has been identified using the summation method with the window
average (cf., sections 6.6.2 and 6.6.4 below).

differ quite significantly at higher momenta, this is of no consequence for the ground-state form
factors which are very stable under such variations. Therefore, we conclude that using the
dispersion relation in order to avoid potentially unstable fits to the two-point functions at high
momenta does not introduce any bias in the calculation of the form factors. We also remark
that if one wanted to employ the extracted nucleon energies for the final data set and not just at
the level of a crosscheck, a more sophisticated way of setting fit ranges across momenta would
be desirable. Moreover, to judge if the difference in the energies is actually as significant as
fig. 6.8 suggests, one should average over several different fit ranges and assign a corresponding
systematic error.

At the end of section 5.4.4, we have postponed a comparison of the form factors obtained with
different criteria for the minimal distance to the boundaries on ensembles with open boundary
conditions. Now that we have explained the extraction of the effective form factors, we want
to come back to this point which only concerns the disconnected contribution in our setup.
In fig. 6.10, we show in the upper panel the disconnected contribution to the effective form
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Figure 6.10: Disconnected contribution to the effective form factors at the first non-vanishing
momentum on the ensemble C101 (Q2 ≈ 0.089 GeV2) imposing a minimal distance
of 2.5 fm (upper panel) or 3.5 fm (lower panel) to the boundary for the nucleon
propagating towards it. In each row, the left plot shows the electric and the right
one the magnetic form factor. For each source-sink separation tsep, the effective
form factors are displayed as a function of the operator insertion time t, offset to
the midpoint between nucleon source and sink. The data points are horizontally
displaced for better visibility.

factors at the first non-vanishing momentum on C101 obtained from our default criterion of
2.5 fm which the source of the nucleon propagating towards the boundary has to keep from the
latter. In the lower panel, we show the same form factors obtained from a stricter criterion of
3.5 fm. Apart from some fluctuations at individual time slices, which are well covered by the
errors, one cannot discern any systematic difference between the two data sets. It also clear
to see that the errors are significantly larger for the data set imposing the stricter criterion
because fewer sources from a more restricted region of the lattice are used in the measurement
of the two-point functions. With the discussion at the end of section 5.4.4 in mind, and since
the situation is very similar to fig. 6.10 on the other ensembles with open boundary conditions
as well, we opt for the more relaxed criterion of 2.5 fm corresponding to the upper panel of
fig. 6.10.

As mentioned above, the effective form factors eqs. (6.50) and (6.51) are constructed in the
isospin basis, i.e., for the isovector (u− d) and the connected isoscalar (u+ d) combinations, as
well as for the disconnected contributions of the light and strange quarks. The full isoscalar
(octet) combination u+ d− 2s (cf., eq. (5.70)) is only built on this level, i.e., we combine the
effective form factors as

Geff,u+d−2s
E,M = Geff,conn,u+d

E,M + 2Geff,disc,l−s
E,M . (6.52)

Here, l − s stands for the difference of the light- and strange-quark disconnected contributions.
We drop the disconnected contribution Geff,disc,l−s

E at Q2 = 0, as it has to be zero. Our data,
on the other hand, show fluctuations around the exact zero due to the stochastic estimation of
the quark loops and the application of the truncated-solver method for the calculation of the
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Figure 6.11: Effective form factors for the isovector (upper panel) and isoscalar (lower panel)
combinations at the first non-vanishing momentum on the ensemble E300 (Q2 ≈
0.067 GeV2). In each row, the left plot shows the electric and the right one the
magnetic form factor. For each source-sink separation tsep, the effective form
factors are displayed as a function of the operator insertion time t, offset to the
midpoint between nucleon source and sink. The data points are horizontally
displaced for better visibility. The gray bands and curves depict the results of
the leading-order summation method using the window average, as detailed in
sections 6.6.2 and 6.6.4.

two-point functions. Thus, explicitly adding this superfluous term, which is always compatible
with zero, would artificially enhance noise in all data points for GE , because they are normalized
by GE(0) (cf., section 6.7).

The resulting effective form factors are shown in fig. 6.11 for the first non-vanishing momentum
on the ensemble E300. This demonstrates that we obtain a clear signal including the disconnected
contributions: the families of points for the different source-sink separations can be clearly
distinguished in all cases except for the larger values of tsep in Geff,u+d−2s

M . Figure 6.11 is also a
good illustration of the baryonic signal-to-noise problem: even though we have significantly
increased our statistics in terms of sources for the connected part (which dominates the errors)
for the larger source-sink separations compared to the smaller ones (cf., table 5.2), the errors
are still growing quite drastically with tsep. The excited-state contamination, on the other, is
clearly reduced by going to larger tsep, t and tsep − t, i.e., towards the midpoint at large tsep.

6.6 Excited-state analysis
Due to the baryonic signal-to-noise problem, it is in current lattice studies of baryon structure
observables typically not possible to access source-sink separations at which it can be guaranteed
that contributions from excited states are sufficiently suppressed. This necessitates an explicit
treatment of the excited-state systematics in order to extract the ground-state form factors
from the effective ones. Several methods for this have been developed and are in use; for a
relatively recent review, see Ref. [189]. The arguably simplest approach is to fit a constant to
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the effective form factor around the midpoint at the largest few source-sink separations, which
is commonly referred to as plateau fits. Our data in particular for the electric form factor
(which is more precise than the magnetic one) does, however, not show a clear plateau even
at the largest source-sink separations (cf., fig. 6.11). This indicates that some excited-state
contamination is still present there and more sophisticated techniques are required.

In this thesis, we study two complementary approaches: One is based on fits to the effective
form factors themselves, similar to the plateau fits, but taking an additional excited state
explicitly into account. This will be discussed in section 6.6.1. The other method constructs an
improved observable from the effective form factors in which the excited-state contamination is
parametrically more strongly suppressed. This makes it possible to use a fit ansatz without
explicit higher-order terms. The method in general and its application to leading order (LO) is
the topic of section 6.6.2, while the prospect of including next-to-leading order (NLO) terms
will be explored in section 6.6.3. In section 6.6.4, we will come back to the LO method and
introduce a way to average over different fit ranges.

6.6.1 Two-state fits to the effective form factors
In order to perform two-state fits to the effective form factors, we need to derive a generalization
of eq. (6.44) which takes a second state into account. By truncating the sums in eqs. (5.29)
and (5.54) only after the terms corresponding to the states with the second-lowest energy, one
can show that the effective form factors take the following form [60],

Geff
E,M (Q2; tsep, t) = r00(Q2)

{
1 + ρ(Q2)

2

[
e−∆(Q2)(tsep−t) − e−∆(Q2)tsep

]

+ ρ(0)
2

[
e−∆(0)t − e−∆(0)tsep

]}

+ r01(Q2)e−∆(Q2)t + r10(Q2)e−∆(0)(tsep−t) + r11(Q2)e−∆(Q2)te−∆(0)(tsep−t).
(6.53)

Here, r00(Q2) = GE,M (Q2) are the ground-state form factors, ∆(Q2) = E1(Q2)−E0(Q2) is the
energy gap between the excited state and the nucleon ground state, and ρ(Q2) = c1(Q2)/c0(Q2)
is the corresponding ratio of overlap factors which we assume to be independent of the momentum
direction. The r01 and r10 terms stem from the summands in eq. (5.54) where one state is
the ground state and the other one excited, while the r11 term describes an excited-to-excited
transition. We fit the electric and magnetic effective form factors simultaneously to eq. (6.53),
with the energy gaps ∆(Q2), ∆(0) and the overlap factors ρ(Q2), ρ(0) as common fit parameters.

To achieve stable fits, priors on the energy gaps and also on the overlap factors are required.
In order to determine these, we perform two-state fits to the (momentum-averaged) two-point
functions,

⟨C̄2⟩ (p; tsep) = c0(p)e−E0(p)tsep + c1(p)e−E1(p)tsep , (6.54)

where we have absorbed the kinematic prefactors appearing in eq. (5.29) into the overlap factors
c0,1 and again assumed the latter to be independent of the momentum direction. From the fits
to eq. (6.54), we extract the energy gaps ∆(Q2) = E1(Q2)− E0(Q2) and the overlap factors
ρ(Q2) = c1(Q2)/c0(Q2).

We fix the upper bound of the fit interval to the one used for the one-state fit to the zero-
momentum two-point function (cf., section 6.4.1) because it exerts only a marginal influence on
the results. The systematic uncertainty originating from the choice of the lower bound of the
fit interval, on the other hand, is accounted for by averaging over all reasonable options using
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Figure 6.12: Results of the two-state fits to the nucleon two-point function at the first non-
vanishing momentum on the ensemble E300 (Q2 ≈ 0.067 GeV2) as a function of
the lower bound of the fit interval tstart. The bands depict the averaged results in
the interval of tstart values we average over. The red diamonds show the weights
derived from eq. (6.101).

AICP weights (cf., eqs. (6.99) and (6.101) below) and adding Gaussian noise to the Jackknife
distribution according to the systematic covariance matrix [190],

Csyst(Q2) =
NM∑

µ=1
wAICP
µ

(
∆µ(Q2)
ρµ(Q2)

)(
∆µ(Q2) ρµ(Q2)

)

−



NM∑

µ=1
wAICP
µ

(
∆µ(Q2)
ρµ(Q2)

)



NM∑

µ=1
wAICP
µ

(
∆µ(Q2) ρµ(Q2)

)

 . (6.55)

Here, the sums run over the NM models (i.e., values for the lower bound of the fit interval tstart)
and wAICP

µ is as in eq. (6.101), but using the AICP instead of the BAICP . The lowest tstart
value entering the average is taken as the first one for which the results for E0,1 and c0,1 from
this fit are compatible within errors with the corresponding averaged ones. The largest tstart
value we consider is the last one for which all four fit parameters have a relative error ≤ 100 %.

The averaging over different fit intervals is illustrated in fig. 6.12 for the first non-vanishing
momentum on the ensemble E300. In the left panel, we show the results for the two fitted
energy levels, and in the right panel the corresponding overlap factors, both as a function of
tstart. The bands depict the averaged results in the interval of tstart values we average over. One
can see that our method selects the first tstart value entering the average such that it marks
the onset of an approximate plateau, and such that the weights (shown in red) monotonically
decrease in our averaging interval. This means that we only take models into account for which
the weights are suppressed due to a large cut in the number of data points, and not such
where the weights are suppressed due to a bad fit quality (cf., the discussion around eqs. (6.99)
and (6.100) below).

As the ρ-factors, which are defined by the overlaps in the two-point function, only enter the
spectral representation of the ratio used to derive eq. (6.53) via the expansion of the two-point
function, we directly take the values obtained from the fits to eq. (6.54) as priors for them.
Here, we increase the width of the priors by multiplying the error of ρ by a conservative factor
of 3.
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The energy gaps, on the other hand, also enter the terms in eq. (6.53) which originate from
the expansion of the three-point function. Hence, the situation is less clear than for the ρ-factors
because the three-point function might have a stronger overlap with different excited states
than the two-point function. This is intimately connected with the issue that our calculation,
as almost certainly all other current lattice calculations of nucleon matrix elements, is not in
the regime where a single excited state dominates the excited-state contamination. Since it is
impossible to fit more than one excited state without putting unduly strict priors on the energy
gaps (which would correspond to making an a priori assumption about what the states are
which couple most strongly, and not really letting the data decide on this), the latter must be
regarded as effective gaps summarizing the contribution of several excited states. Therefore,
we employ relatively loose priors set to the range between 2Mπ and the energy gap obtained
from fitting the two-point function. This comes of course at the expense of less stable fits to
the effective form factors. But we stress again that it is necessary in order to not introduce a
systematic bias by assuming a particular value of the gap.

Both the two-state fits to the two-point functions and those to the effective form factors are
performed using the VarPro method (cf., section 6.2.2) to eliminate the need for initial
guesses for the prefactors cj and rjk, respectively. To determine the range of points which
should enter the two-state fits to the effective form factors, we compare different choices of
tmin
sep (the minimal source-sink separation entering the fit) and tskip (the number of timeslices

skipped from the borders of the insertion time) in fig. 6.13. Here, we show the three ensembles
E300, D200 and C101 which we have studied in detail using the two-state fits. We find that fits
including a very large amount of data are unstable and frequently converge to an obviously
wrong local minimum. Consequently, both of the above parameters need to be set to relatively
large values in order to obtain stable fit results and p-values which are acceptable at least in
the majority of cases. Our final choices are tmin

sep ≳ 6.9
√
t0, which corresponds to the peak of

the window which we will use in the summation method to average over different tmin
sep values

there (cf., section 6.6.4 below), and tskip ≳ 2.6
√
t0 ≈ 0.4 fm. The latter is realized by tskip = 8a

on E300, 6a on D200 and 5a on C101. We remark that these values correspond to omitting
about half of the data points even at our largest source-sink separation.

In figs. 6.14 to 6.16, we show our chosen two-state fits to the effective form factors on the
aforementioned ensembles and Q2 ≈ 0.2 GeV2. One can see that the two-state fits in many cases
miss the data (even if the p-value is decent) and/or lead to an unrealistically large correction
compared to the largest source-sink separation we have computed.

These observations suggest that two-state fits are likely not the optimal way to treat the
excited-state systematics for our data. In particular the need to use priors in this very sensitive
and crucial step of the analysis is a major concern. We have found that the choice of the
location as well as of the width of the priors on the energy gaps strongly influences both the
central values of the resulting ground-state form factors and their errors. Furthermore, with
the relatively broad priors which we have finally adopted, we observe some instabilities in the
two-state fits, mostly on ensembles with less statistics than the ones shown here and at higher
momenta than those included in the analysis. For these reasons, we will focus on the alternative
approach provided by the summation method in the following. We will, however, present a
comprehensive comparison between the two strategies in section 6.6.5.

6.6.2 The summation method
The summation method [53, 191, 192] is based on summing the effective form factors obtained
from eqs. (6.50) and (6.51) over the operator insertion time, omitting tskip timeslices at both
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Figure 6.13: Isovector electromagnetic form factors at Q2 ≈ 0.2 GeV2 on the ensembles E300
(upper panel), D200 (middle panel) and C101 (lower panel) as a function of the
minimal source-sink separation entering the fits to eq. (6.53) and for different
numbers of timeslices skipped from the borders. Open circles refer to fits with a
p-value less than 5 %. Seemingly missing points lie, due to convergence issues,
outside of the plotted range.
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Figure 6.14: Effective form factors for the isovector (upper panel) and isoscalar (lower panel)
combinations for ensemble E300 and Q2 ≈ 0.196 GeV2. The data points are
horizontally displaced for better visibility. The curves represent the two-state fits
in their respective fit intervals, and the horizontal bands their extrapolation to
tsep, t→∞.
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Figure 6.15: Same as fig. 6.14 for ensemble D200 and Q2 ≈ 0.177 GeV2
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Figure 6.16: Same as fig. 6.14 for ensemble C101 and Q2 ≈ 0.174 GeV2

ends,

SE,M (Q2; tsep) =
tsep−tskip∑

t=tskip

Geff
E,M (Q2; tsep, t). (6.56)

By applying this summation to eq. (6.53), one can show that the two-state truncated spectral
representation of SE,M is given by [60],

SE,M (Q2; tsep) = r00(Q2)
[
1− ρ(Q2)

2 e−∆(Q2)tsep − ρ(0)
2 e−∆(0)tsep

]
1
a

(tsep + a− 2tskip)

+
[
r01(Q2) + r00(Q2)ρ(Q2)

2

]
e−∆(Q2)(tskip−a) − e−∆(Q2)(tsep−tskip)

ea∆(Q2) − 1

+
[
r10(Q2) + r00(Q2)ρ(0)

2

]
e−∆(0)(tskip−a) − e−∆(0)(tsep−tskip)

ea∆(0) − 1

+ r11(Q2)e
−∆(Q2)(tskip−a)−∆(0)(tsep−tskip) − e−∆(Q2)(tsep−tskip)−∆(0)(tskip−a)

ea∆(Q2) − ea∆(0) .

(6.57)

Comparing this to eq. (6.53), one notices that in the summed quantity, the contributions from
the excited states only enter with e−∆tsep rather than with e−∆t, e−∆(tsep−t). Since both of the
latter two factors must be small in order to minimize the excited-state contamination in the
effective form factors themselves, one can at most achieve a suppression by e−∆tsep/2 in that
case. In the summed quantity, one gains a factor of two in the exponent relative to that.

This enhanced suppression of excited states allows one to neglect the explicit NLO terms
in eq. (6.57) already at source-sink separations which are available at present. In the LO
truncation with only ground-state contributions, the slope of SE,M as a function of tsep is given
by the ground-state form factor [53, 60],

SE,M (Q2; tsep) tsep≫0−−−−→ CE,M (Q2) + 1
a

(tsep + a− 2tskip)GE,M (Q2). (6.58)

The constant CE,M can be used to capture residual excited-state effects but has no physical
significance (it would vanish if there were no contributions from excited states at all). The
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Figure 6.17: Summed isoscalar effective form factors at the first non-vanishing momentum on
the ensemble E300 (Q2 ≈ 0.067 GeV2) as a function of the source-sink separation.
The filled blue circles show the fitted data and the solid orange line and band the
corresponding fit to eq. (6.58) with its associated error. The open blue circles are
not fitted, and the dashed orange line depicts an extrapolation of the fit.

linear fit to Su+d−2s
E,M according to eq. (6.58) is illustrated in fig. 6.17 for the first non-vanishing

momentum on the ensemble E300 and a typical value of the minimal source-sink separation
tmin
sep . While there is no significant deviation from the linear behavior in the fitted range
tsep ≥ tmin

sep = 20a ≈ 1 fm, an increasing curvature becomes visible for smaller source-sink
separations tsep ≲ 16a ≈ 0.8 fm.

This implies that a careful tuning of the minimal source-sink separation tmin
sep entering the fits

is required in order to reliably extract the ground-state form factors from the LO summation
method. While we will postpone the greater part of this discussion to section 6.6.4, we want to
briefly mention the other tunable parameter of the summation method now: the number of
timeslices tskip omitted at both ends of the operator insertion time (cf., eq. (6.56)). Contrary to
the naive expectation, a larger value of tskip actually leads to a larger excited-state contamination
in the summed ratio at fixed tsep. This is due to the factor ∝ exp[−∆(tsep − tskip)] in the
two-state truncated version of the summation method eq. (6.57). If the limit tsep →∞ is taken
at fixed tskip, however, all extractions should, independently of tskip, converge to the same
ground-state form factor.

Both aforementioned trends are actually observed in stability plots for the results of the
summation method as a function of tmin

sep and tskip. These can be found in fig. 6.18 for the
isoscalar channel at the first non-vanishing momentum on the ensembles D450 and E300. In the
region of tmin

sep values we will consider as most important for the further analysis (indicated in
gray in fig. 6.18), all (not unreasonably large) values of tskip already agree well. Therefore, using
only one value of tskip is perfectly adequate to obtain a reliable estimate of the ground-state
form factors and their uncertainties. It can also be seen from fig. 6.18 that the errors tend to
get smaller with rising tskip because less of the somewhat more noisy data at the borders of the
insertion time are employed to build the summed ratios. Consequently, tskip = 2a appears to
be a good compromise between not increasing the excited-state contamination in the summed
ratio due to the effect mentioned before and excluding some of the potentially slightly less
reliable data close to the source or sink. This is the value we employ for our main analysis.

Figure 6.18 also shows that the choice of tmin
sep exerts in general a stronger influence on the

extracted ground-state form factors than that of tskip. The former is hence the more important
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Figure 6.18: Isoscalar electromagnetic form factors at the first non-vanishing momentum on the
ensembles D450 (upper panel) and E300 (lower panel) as a function of the minimal
source-sink separation entering the fits to eq. (6.58) and for different values of tskip.
Each point represents a single fit starting at the source-sink separation given on
the horizontal axis and using a value of tskip as indicated by its color. The points
are horizontally displaced for better visibility. The vertical gray bands mark the
interval tmin

sep ∈ [tlow
w , tup

w ] in which the window we will introduce in section 6.6.4
below has its largest support.

decision to make, and we will introduce a method to average over different values in section 6.6.4
below.

6.6.3 Two-state truncated summation method
As an alternative to the LO truncation eq. (6.58) of the summation method, one can also try
to fit the full NLO expression given by eq. (6.57). This strategy has been pioneered in Refs.
[193–195] for the analysis of nucleon matrix elements at zero momentum transfer. In this case,
the expressions simplify and depend only on one energy gap ∆. For the momentum-dependent
observables considered in the present thesis, however, no such simplification occurs; additionally,
our data are less precise and more noisy.

Compared to the two-state fits to the effective form factors (cf., section 6.6.1), one expects that
the summed data are less sensitive to the energy gaps ∆(Q2), ∆(0) because of the parametrically
stronger suppression of the excited states. Accordingly, we observe that even with priors on the
energy gaps and overlap factors similar to the ones introduced in section 6.6.1, fits to eq. (6.57)
are not stable on the majority of ensembles. A promising strategy is therefore to start omitting
terms from eq. (6.57) which are poorly constrained by the data. This concerns in particular the
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Figure 6.19: Same as fig. 6.17 extended by the fit to eq. (6.59) (solid green line) and its
extrapolation (dashed green line)

term describing excited-to-excited transitions proportional to r11 and the terms proportional to
the overlap factors ρ(Q2), ρ(0). However, even with these terms omitted from the fit model and
still using priors on the energy gaps, the fit can in the majority of cases not clearly distinguish
contributions from two different exponentials in the data for the summed effective form factors.

Consequently, we define a very simple model with just one energy gap,

SE,M (Q2; tsep) = c0(Q2) + c1(Q2)1
a

(tsep + a− 2tskip) + c2(Q2)e−∆̃(Q2)(tsep−tskip+a), (6.59)

where we fit c0, c1, c2 and ∆̃. c1(Q2) = GE,M (Q2) are the ground-state form factors, and
the constant c0(Q2) is used to capture residual effects of excited states other than the ones
described by the effective gap ∆̃. The fit to eq. (6.59) is illustrated in fig. 6.19 for the first
non-vanishing momentum on the ensemble E300. Here, we have employed the same prior on
∆̃(Q2) as for the two-state fit to the effective form factors (i.e., the range between 2Mπ and
the value of ∆(Q2) obtained from fitting the two-point function) and tmin

sep = 10a ≈ 0.5 fm. We
remark that the latter is already more conservative than any of the values considered in Ref.
[195]. For small source-sink separations, there is a clear deviation from the linear behavior of
the LO curve, which is well described by the (simplified) NLO curve in its fitted range. For
large source-sink separations, on the other hand, the NLO curve converges to a straight line
with a slope compatible with the one obtained from the LO fit.

We will come back to a more comprehensive comparison between the different approaches
(two-state fits to the effective form factors, LO summation method and NLO summation method)
in section 6.6.5. For the moment, it is worth noting that even the fit to the simplified model of
eq. (6.59) is not sufficiently stable on all ensembles. A prominent example are the isovector
form factors on E300 (cf., fig. 6.14), where huge errors and, in some cases, also unexpected
central values result. This is due to the fit converging, in spite of the prior, to extremely small
or extremely large values of the energy gap ∆̃ on individual Jackknife samples (or even on the
central value). Because of these instabilities as well as the need for priors even in a highly
simplified model such as eq. (6.59), we prefer the LO method of eq. (6.58) on which we will
focus in the following.
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6.6.4 The window average
The LO summation method does not make any attempt to explicitly correct for the excited-
state contamination. Therefore, it is paramount to choose a minimal value of the source-sink
separation at which the excited-state effects are already suppressed to a level significantly below
the statistical uncertainties. To determine appropriate fit ranges, we perform several fits to
eq. (6.58) for different starting values tmin

sep of the source-sink separation.
Rather than selecting one particular value of tmin

sep on each ensemble, we perform a weighted
average over tmin

sep , where the weights are given by a smooth window function [183, 196],

Ĝ =
∑

iwiGi∑
iwi

, wi = tanh ti − t
low
w

∆tw
− tanh ti − t

up
w

∆tw
. (6.60)

Here, ti is the value of tmin
sep in the i-th fit, and we choose tlow

w = 6.22
√
t0 ≈ 0.9 fm, tup

w =
7.61
√
t0 ≈ 1.1 fm and ∆tw = 0.553

√
t0 ≈ 0.08 fm. Note that the window has been shifted to the

right by 0.1 fm as compared to the one originally used in Refs. [183, 196]. The reason for this
is that our data for the electromagnetic form factors are statistically more precise than those
for the axial form factor in Ref. [196] or the sigma term in Ref. [183]. Hence, we can resolve
excited-state effects for larger values of tmin

sep , so that the plateau region is expected to start later.
Accordingly, we observe that the window using larger tup,low

w better captures the plateau on the
majority of our ensembles. Thus, we opt for the choice which is more conservative regarding
the suppression of excited states, and which also yields a larger error. We furthermore remark
that the two options (window centered at 0.9 fm and at 1 fm, respectively) lead in most cases
to well compatible results (cf., fig. 9 in appendix B.1 of Ref. [5]).

We average over all available values of tmin
sep , subject to the constraint that at least three

values of tsep are contained in the underlying fit to eq. (6.58). It should be stressed that the
only quantity that is effectively restricted by this method is the minimal source-sink separation;
all fits go up to the largest tsep we have computed. Essentially, the window average merely
serves as a smoothing of the lower end of the fit interval.

This strategy is illustrated in fig. 6.20 for the first non-vanishing momentum on the ensembles
D450 and E300. One can see that the window average agrees in all displayed cases within
its error with what one might identify as a plateau in the blue points. This being valid to a
similar degree on all other ensembles and for all momenta employed in the analysis, we conclude
that the window method reliably identifies the asymptotic value of the effective form factors.
Moreover, it reduces the human bias compared to manually picking one particular value for
tmin
sep on each ensemble, since we use the same window parameters in units of t0 on all ensembles.

It is important to note that even if a plateau appears to be reached, this does not guarantee
ground-state dominance. The situation is aggravated by the fact that in general, relatively few
values of tmin

sep are available, and correlated fluctuations in any direction can easily be mistaken
for a plateau. This underlines once more the necessity of an automated strategy such as the
window average which can readily be applied to all ensembles and momenta. The size of the
gray error bands in fig. 6.20 furthermore shows that our window average yields, in contrast to
error-weighted procedures, an error estimate which is comparable to the errors of the individual
points entering the average. Thus, we are convinced that our error estimates are conservative
enough to exclude any systematic bias in the identification of ground-state form factors.

The form factor values obtained from the LO summation method with the window average
can be found in appendix D of Ref. [5]. These are the data we take as a basis for the further
analysis described in the following sections.
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Figure 6.20: Isovector and isoscalar electromagnetic form factors at the first non-vanishing
momentum on the ensembles D450 (upper panel) and E300 (lower panel) as a
function of the minimal source-sink separation entering the fits to eq. (6.58). Each
blue point corresponds to a single fit starting at the source-sink separation given on
the horizontal axis. The associated weights derived from eq. (6.60) are represented
by the red diamonds, with the gray curves and bands depicting the averaged
results.
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Figure 6.21: Isovector and isoscalar electromagnetic form factors on the ensemble E300 as a
function of Q2. The blue points originate from two-state fits to the effective form
factors according to eq. (6.53), the orange ones have been obtained from the LO
summation method using the window average and the green ones from fits to the
simplified NLO summation ansatz eq. (6.59). The points are horizontally displaced
for better visibility.

6.6.5 Comparison of different analysis techniques
We have already amply explained our reasons to favor the LO summation method with the
window average over the other analyses techniques above. Nevertheless, even if the results
of our preferred procedure appear to yield very conservative error estimates, a comparison
between different approaches is necessary in order to exclude any systematic bias introduced by
relying exclusively on the LO summation method. In figs. 6.21 to 6.23, we show plots of the
Q2-dependence of GE and GM on the ensembles E300, D200 and C101, comparing the three
different methods discussed above.6 These plots reveal that among the three techniques the
LO summation method generally yields the largest errors, in particular for the magnetic form
factors. We remark that many other lattice studies of nucleon form factors have observed a
similar trend in the errors [189]. Besides, the comparison in figs. 6.21 to 6.23 does not permit
the conclusion that any of the methods introduces a directed, systematic bias.

Any judgment about the reliability of a method to extract the ground-state form factors
should also be based on plots of the effective form factors themselves. These can be found in
figs. 6.14 to 6.16 above for the three aforementioned ensembles and Q2 ≈ 0.2 GeV2. Apart from
the shortcomings of the two-state fits discussed above, these plots demonstrate that the LO
summation method yields entirely plausible values for the ground-state form factors.

6For the NLO summation method, we have chosen tmin
sep ≈ 0.5 fm and tskip = 2a, as in fig. 6.19.
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Figure 6.22: Same as fig. 6.21 for ensemble D200
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Figure 6.23: Same as fig. 6.21 for ensemble C101

116



6.7 Parametrization of the Q2-dependence and extrapolation to the physical point

To further quantify the effect on the resulting radii of choosing either the LO summation
method or the two-state fits for the extraction of the ground-state form factors, we have
performed BχPT fits (cf., section 6.7.1 below) on individual ensembles (the ones mentioned
above) for both data sets.7 This may not be the exact same method used to obtain our final
results, which we will describe in detail in section 6.7.1 below. Nevertheless, it employs the
same functional forms and permits a relatively straightforward comparison of the two data
sets on the level of individual ensembles. We stress that for the purpose of the subsequent
comparison, we have subjected both data sets to exactly the same procedure. While we observe
some variations in the results and the correlated difference of the radii extracted either from
the LO summation or the two-state data can be larger than 1σ, there is absolutely no clear
pattern to see. On the contrary, the variations appear to be completely random in nature.

To summarize the discussion, we did not find any indication that the LO summation method
introduces a systematic bias compared to two-state fits to the effective form factors or the NLO
summation method. The opportunity to avoid the use of priors in this very sensitive and crucial
step of the analysis is our main reason for preferring the LO summation method. For the full
details of our arguments, which we will not repeat here, we refer to the previous subsections.

6.7 Parametrization of the Q2-dependence and extrapolation to the
physical point

One of the major goals of this thesis is to compute the electromagnetic radii of the proton
and neutron. As the radii are defined in terms of the slope of the form factors at zero
momentum transfer (cf., eq. (5.9)), a description of their Q2-dependence is necessary. Proceeding
analogously to Refs. [53, 60], we apply two different methods: Our preferred strategy is to
combine the parametrization of the Q2-dependence with the chiral, continuum and infinite-
volume extrapolation by performing a simultaneous fit to the Q2-, pion-mass, lattice-spacing
and finite-volume dependence of our form factor data directly to the NLO expressions resulting
from covariant baryon chiral perturbation theory (BχPT) [197]. This is explained in detail in
section 6.7.1. Alternatively, one can follow the more traditional approach of first extracting the
radii on each ensemble from a generic parametrization of the Q2-dependence and subsequently
extrapolating them to the physical point. A crosscheck of our main analysis with this two-step
procedure is presented in sections 6.7.2 and 6.7.3.

6.7.1 Direct BχPT fits
For our main analysis using the direct (simultaneous) fits, we fit our data for the form factors to
the full expressions of Ref. [197] without explicit ∆ degrees of freedom. The fits are performed
for the isovector and isoscalar channels separately, but for GE and GM simultaneously. This
allows us to take the correlation not only between different Q2, but also between GE and GM
into account. The ensembles, on the other hand, are treated as statistically independent. GE(0)
is fixed by fitting the normalized ratio GE(Q2)/GE(0).

The BχPT expansion from which our fit formulae are derived is only applicable for low
momentum transfers. Therefore, we incorporate the contributions from the relevant vector
mesons in the expressions for the form factors. In this way, the range of validity of the resulting
expressions can be extended [197–199]. In the isovector case, we take the ρ-meson contributions
into account, while in the isoscalar channel, we include the leading-order terms from the ω and
ϕ resonances. Because the loop diagrams involving ω or ϕ resonances only yield small numerical

7We have not carried out this comparison for the NLO summation method because of the observed instabilities
in its results.
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contributions to the form factors, our fits depend only marginally on them. This means that
the corresponding low-energy constants (LECs) gω and gϕ are very poorly constrained by our
data, so that we neglect these loop diagrams. The corresponding tree-level diagrams, on the
other hand, only depend on the combinations cω = fωgω and cϕ = fϕgϕ, respectively [197].
Thus, we only use the products cω and cϕ as independent fit parameters. To summarize, the fit
for the isoscalar form factors depends linearly on the LECs d7, c7, cω and cϕ, whereas for the
isovector form factors, the relevant LECs are d6, c̃6, dx and Gρ [197].

The nucleon (average of the proton and neutron) and ϕ masses are fixed to their physical
values [76]. Moreover, we replace the pion decay constant and the axial-vector coupling
constant in the chiral limit, which appear in the BχPT formulae, by their physical values,
Fπ = 92.2 MeV [115] and gA = 1.2754 [76], respectively. We also use the KSRF relation
[200–202] g2 = M2

ρ,phys/(2F 2
π ). For the numerical evaluation of one-loop integrals, we make use

of LoopTools [203, 204], setting the renormalization scale to µ = 1 GeV.
For further details on the LECs, we refer to table III in Ref. [53]. The full expressions for

the form factors which we employ can be found in appendix D.2.1 of Ref. [205]. Starting from
the formulae for the Dirac and Pauli form factors given there, we form the appropriate linear
combinations for the electric and magnetic Sachs form factors according to eq. (5.5).

The mass of the ρ meson is set on each ensemble to the value at the corresponding pion
mass and lattice spacing. This is determined from a parametrization of the pion-mass and
lattice-spacing dependence of a subset of the values for Mρ/Mπ obtained in Ref. [164],

Mρ

Mπ
= Mρ,phys
Mπ,phys

+A
(

1√
t0Mπ

− 1√
t0,physMπ,phys

)
+C(
√
t0Mπ−

√
t0,physMπ,phys)+D

a2

t0
, (6.61)

with the independent fit parameters A, C and D. For the fit to this formula, we disregard
ensembles which are not included in our main analysis (cf., table 4.1), or which are solely used
to study finite-volume effects (H105 and S201), since the finite-volume dependence of the ρ
masses is not sufficiently constrained by the data. The original data of Ref. [164] is shown
together with the fit in fig. 6.24. This, together with the very high p-value of about 72.5 %
which we obtain, demonstrates that our parametrization eq. (6.61) essentially only serves to
smooth the pion-mass and lattice-spacing dependence of the ρ mass, while being compatible
with the actual data within errors.

On each ensemble, we set the ω mass equal to the ρ mass obtained from eq. (6.61), because
no lattice data for the ω masses on our ensembles are available, and the mass splitting between
the ρ and ω mesons is small. This means that the true ω mass on our ensembles is probably
much closer to the ensemble-dependent ρ mass than to the physical value of the ω mass. The
ϕ resonance, on the other hand, is much heavier than the ρ and ω mesons. In the absence of
lattice data for the ϕ mass on our ensembles, we thus employ the physical value Mϕ,phys [76] in
our fits. The physical pion mass Mπ,phys is fixed in units of

√
t0 using its value in the isospin

limit (cf., eq. (4.12)), i.e., we employ
√
t0,physMπ,phys = 0.09881(59). Here, we neglect the

uncertainty of Mπ,iso in MeV since it is completely subdominant compared to that of
√
t0,phys,

which enters in the unit conversion and is propagated into the fits (see below). For the pion
masses we use on our ensembles, see table 6.1.

Two of the major benefits of the approach presented in this subsection as compared to the
two-step procedure described in the next ones are the following: On the one hand, performing
a fit across several ensembles significantly decreases the errors on the resulting radii. On the
other hand, it leads to a much larger number of degrees of freedom for the fit. This increases
the stability against lowering the applied momentum cut considerably. These advantages have
already been noticed in Ref. [60] and apply in a similar manner to the data presented in this
thesis.
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Figure 6.24: Values of Mρ/Mπ from Ref. [164] as a function of the pion mass. The faint symbols
represent the original lattice data, while the opaque ones have been corrected
for the continuum limit. The orange line and band depict our parametrization
according to eq. (6.61) evaluated at a = 0. The black diamond indicates the
physical point which the fit is forced to reproduce.

We perform several such fits, using different models to describe the lattice-spacing and/or
finite-volume dependence and, at the same time, applying various cuts in the pion mass
(Mπ ≤ 0.23 GeV and Mπ ≤ 0.27 GeV) and momentum transfer (Q2 ≤ 0.3, . . . , 0.6 GeV2), in
order to estimate the corresponding systematic uncertainties. The least stringent value for the
cut in Q2 is motivated by the fact that the heaviest vector meson we consider in the isovector
channel is the ρ with M2

ρ,phys ≈ 0.6 GeV2. The variations of the results due to the cuts are
in most cases much smaller than their statistical errors. In any case, these variations will
be included in our systematic errors by means of a model average (cf., section 6.10 below).
Moreover, the p-values of all our direct fits remain on an acceptable level (cf., appendix E of
Ref. [5]). We conclude that we do not observe any sign of a breakdown of the BχPT expansions
in the aforementioned range of pion masses and momentum transfers.

We adopt two different models for lattice artefacts, either based on an additive or a multi-
plicative ansatz [60],

Gadd
E (Q2) = GχE(Q2) +GaEa

2Q2 +GLEt0Q
2e−MπL, (6.62)

Gadd
M (Q2) = GχM (Q2) +GaM

a2

t0
+ κLMπ

(
1− 2

MπL

)
e−MπL +GLM t0Q

2e−MπL, (6.63)

Gmult
E (Q2) = GχE(Q2) + GaEa

2Q2 +GLEt0Q
2e−MπL

t0(M2
ρ +Q2) , (6.64)

Gmult
M (Q2) = GχM (Q2) + GaMa

2/t0 +GLM t0Q
2e−MπL

t0(M2
ρ +Q2) + κLMπ

(
1− 2

MπL

)
e−MπL. (6.65)

The precise form of the multiplicative model has been altered compared to the one used in Ref.
[60], where the correction terms directly multiplied GχE,M (Q2). With our updated, more precise
data we have found that such terms containing both Ga,LE,M and the LECs (via GχE,M (Q2)) lead
to instabilities in the determination of Ga,LE,M . This is most probably due to the fit becoming
nonlinear in the fit parameters. By contrast, our new model in eqs. (6.64) and (6.65) is, from a
technical point of view, also purely additive and thus linear in the fit parameters, while still
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capturing the essential contribution of GχE,M (Q2) to the fall-off of the form factors with rising
momentum transfer.8

Fits leaving κL as a free parameter are unstable, and we therefore fix κL to the value from
heavy-baryon chiral perturbation theory (HBχPT) [206],

κL = −mN,physg
2
A

4πF 2
π

τ3. (6.66)

Here, τ3 = +1 for the proton and τ3 = −1 for the neutron. Following eq. (6.71) below, this
implies that τu−d

3 = +2 and τu+d−2s
3 = 0. We remark that this does not mean that the isoscalar

magnetic moment cannot receive any finite-volume correction at all; it merely means that it is
of higher order in HBχPT. Since the value in the isovector channel is already very small, one
can thus expect the one in the isoscalar channel to be even smaller, so that we indeed set it to
zero. In total, we have seven different fit models: one without any parametrization of lattice
artefacts, three including discretization and/or finite-volume effects with the additive model of
eqs. (6.62) and (6.63), and three corresponding ones using the multiplicative prescription of
eqs. (6.64) and (6.65). The results for all of them are collected in appendix E of Ref. [5].

The inclusion of a term describing lattice artefacts requires the use of Gaussian priors
(cf., section 6.2.3) for the relevant coefficients to stabilize the fits. For this purpose, we first
perform fits to ensembles at Mπ ≈ 0.28 GeV only (N101, H105, N451, N200, S201 and J303;
cf., table 4.1). Here, we have relatively precise data in a wide range of lattice spacings and
volumes. For these fits, we use a cut in Q2 at 0.6 GeV2 and a simultaneous description of
the lattice-spacing and finite-volume dependence. The coefficients for the correction terms as
determined from the fits, together with their associated errors, are then employed as priors for
the final fits to the ensembles satisfying the aforementioned cuts in the pion mass. The only
exception are the coefficients GaE parametrizing the lattice-spacing dependence of the isovector
electric form factor: our data for Gu−d

E is sufficiently precise even at low pion masses to allow a
determination of GaE , so that we can leave it as a free parameter.

Furthermore, we have checked that the results for the radii and magnetic moments are stable
against increasing the width of the priors. This is illustrated in fig. 6.25 for the fits with
Mπ,cut = 0.23 GeV and Q2

cut = 0.6 GeV2, and corrections for both types of lattice artefacts
according to the additive model of eqs. (6.62) and (6.63). The results for the electromagnetic
radii and the magnetic moments using the procedure explained above are well consistent with
those obtained by multiplying the prior width by a factor of 2 or 3. We find similarly good
agreement between the fits with prior width factors ≥ 1 in all other cases. Moreover, we note
that almost all of our priors already have a relative width of ≳ 100 % even without increasing
it.

Since the number of configurations and hence the number of Jackknife samples differ between
ensembles (cf., table 4.1), we use the parametric bootstrap procedure described in section 6.1.5
to resample the distributions on each ensemble. With all mean values for the form factors
entering a specific fit, the nucleon and the pion mass, as well as their covariance matrix, we
draw 10 000 random samples from a corresponding multivariate Gaussian distribution. The
covariance matrix one can build from these samples is consistent with the original covariance
matrix. Moreover, the parametric bootstrap procedure enables us to account for the errors
of the scale parameters tsym

0 /a2 and
√
t0,phys, as well as Mρ/Mπ, which are external to this

analysis. Hence, we create an independent random Gaussian distribution for
√
t0,phys, for

tsym
0 /a2 at each value of β, and for Mρ/Mπ on each ensemble.

8Note that because we employ Mρ in place of Mω on our ensembles, the expressions in eqs. (6.64) and (6.65)
are valid for the isovector and isoscalar channels alike.
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Figure 6.25: Isovector and isoscalar electromagnetic radii and magnetic moments for factors
of 1× 10−5, 1, 2 and 3 multiplying the prior widths determined as described in
the text. The numbers are obtained from direct fits with Mπ,cut = 0.23 GeV and
Q2

cut = 0.6 GeV2, employing the model of eqs. (6.62) and (6.63). We prefer the
results using a factor of 1.

From the fits in the isovector and isoscalar channels, we reconstruct the form factors and all
derived observables for the proton and neutron. For this purpose, we build the appropriate
linear combinations of the BχPT formulae and plug in the LECs as determined from the fits
to the isovector and isoscalar form factors. This is the more natural approach both from the
perspective of Lattice QCD and of chiral perturbation theory: The form factors in the isospin
basis are our primary9 lattice observables, while the proton and neutron form factors can only
be obtained indirectly as linear combinations of them (cf., eq. (6.71) below). For the BχPT
fits, the isospin basis is also advantageous because of the clear separation of the contributing
resonances in the isovector and isoscalar channels, so that there are no common fit parameters
between the two of them. This allows us to fit the two channels separately, thus avoiding the
covariance matrices becoming impractically large.

The quality of the direct fits is illustrated in fig. 6.26 for our two most chiral ensembles
E250 and E300. The fits shown here correspond to the additive model of eqs. (6.62) and (6.63)
employed to parametrize discretization and finite-volume effects, with Mπ,cut = 0.23 GeV and
Q2

cut = 0.6 GeV2. In general, the fits describe the data very well. We observe that the error of
the fits is significantly reduced compared to the data points on E250, but only slightly on E300.
The latter is also the case on all other ensembles entering the displayed fits (D200, D450 and
C101, which are not shown in fig. 6.26). We conclude that the error reduction on E250 is due
to the global fit, i.e., the inclusion of several ensembles in one fit, with the data at larger pion
masses being more precise than near Mπ,phys.

For the electric form factors on E250, we find a slight deviation between the fit and the
data, which is mostly absent in all other cases. Nevertheless, the p-values of the shown fits are
acceptable, with p > 0.15 in both channels, because the data points are highly correlated, so
that actually fewer degrees of freedom deviate than it naively appears from the plots in fig. 6.26.
Also, the fits are more consistent with the data on most of the other ensembles. Consequently,
the deviation on E250 could in principal either be caused by residual excited-state contamination
or by more pronounced correlated statistical fluctuations which are not sufficiently suppressed

9The form factors in the isospin basis are also secondary quantities in the sense that they are functions of gauge
averages due to the reweighting and the ratio method (cf., eqs. (3.71) and (6.43), respectively).
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Figure 6.26: Isovector and isoscalar electromagnetic form factors on the ensembles E250 (upper
panel) and E300 (lower panel) as a function of Q2. Our original lattice data as
obtained from the LO summation method using the window average are represented
by the faint blue points, while the opaque ones have been corrected for the
continuum and infinite-volume limit. The orange curves and bands depict direct
fits with Mπ,cut = 0.23 GeV and Q2

cut = 0.6 GeV2, evaluated at the pion mass of
the respective ensemble, zero lattice spacing and infinite volume.
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Figure 6.27: Effective form factors for the isovector (upper panel) and isoscalar (lower panel)
combinations at the first non-vanishing momentum on the ensemble E250 (Q2 ≈
0.041 GeV2). The meaning of the points and bands is analogous to fig. 6.11.

by our choice of window parameters in the summation method. In the following, we will
investigate this point in more detail.

In fig. 6.27, the effective form factors are shown for the first non-vanishing momentum on
E250. It is obvious that the largest two source-sink separations (tsep = 20a and 22a) represent an
upwards fluctuation. In the electric form factors, this is particularly clear because excited-state
effects always have a positive sign here, so that the effective form factors are expected to
monotonically decrease with rising tsep. Moreover, doubling the statistics for the disconnected
part from the original 398 to now 796 configurations has had (almost) no effect on the largest
two source-sink separations as far as the errors are concerned, while reducing the errors of the
disconnected contribution substantially for the lower values of tsep. This indicates likewise that
fluctuations are still dominant for the largest two source-sink separations.

The upwards fluctuation is also clearly visible in the tmin
sep -plots for the isoscalar form factors

extracted from the summation method (cf., fig. 6.28 (bottom)). Here, mostly the extractions
with the largest two values of tmin

sep are affected, as in these cases the influence of the effective
form factors at large tsep on the summation fit becomes sizable. Due to our choice for the
window, these points have a significant effect on the averaged result as well. This means that
on E250, the window average with our values for the parameters tup,low

w is not able to suppress
this statistical fluctuation sufficiently in the isoscalar channel, while the isovector results look
somewhat more stable. On the other hand, excited-state effects are also expected to be stronger
at lower pion masses. Hence, it does not appear reasonable to adjust the window to lower
values of tmin

sep on E250. Besides, the lowest point for Gu+d−2s
E in fig. 6.28 is still within 2σ of

our averaged result, so that these two values are not incompatible with each other, and our
error is not grossly underestimated.

As can be seen from fig. 6.26, our direct fits are stable against such fluctuations on single
ensembles: the fit curves lie below the data at the first ∼ 6 Q2-points for the isoscalar form
factors on E250, i.e., the fit follows much more closely the trend determined by the other
ensembles than this obvious fluctuation on E250. Regarding the isovector form factors, the fact
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Figure 6.28: Isovector and isoscalar electromagnetic form factors at the first non-vanishing mo-
mentum on the ensemble E250 as a function of the minimal source-sink separation
entering the fits to eq. (6.58). The meaning of the points and bands is analogous
to fig. 6.20.

that the fit lies somewhat below the data for Gu−d
E and somewhat above for Gu−d

M on E250, but
to a much lesser degree so on ensembles with heavier pion masses, has already been noticed in
Ref. [60], and is qualitatively confirmed by this updated study.

Note that the curves shown in fig. 6.26 only correspond to one specific model and are thus
not be interpreted as our definitive results for the form factors. These can be found in fig. 6.37
below for the proton and neutron.

6.7.2 The z-expansion
As an alternative to the direct fits, one can treat the parametrization of the Q2-dependence
and the chiral, continuum and infinite-volume extrapolation as two separate steps. For this
purpose, an ansatz for the Q2-dependence of the form factors on each ensemble is required.

In the early days of ep-scattering experiments, a popular model for the charge and magne-
tization distributions inside the proton was an exponential ρ(r) ∝ e−r/r0 [13]. As noted in
section 5.1, the corresponding form factors can, at low Q2, be obtained by Fourier transformation,
which yields a dipole form [207],

G(Q2) = G(0)
(1 +Q2/M2

D)2 . (6.67)

With the standard value of the dipole mass, M2
D = 0.71 GeV2 [147], this could be shown to

fit the experimental data for the electric as well as the magnetic form factor of the proton at
the time [13]. This is still true within ≈ 10 % for current data [147]. From a theoretical point
of view, this can be understood to be due to two nearby vector-meson poles V1 and V2 with
opposite residua r and −r, respectively, in the time-like region (Q2 < 0). In the space-like
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region (Q2 > 0), such a model leads to an approximate dipole contribution to the form factors
[208],

G(Q2) ∼ r

q2 −M2
V1

+ −r
q2 −M2

V2

= −r
Q2 +M2

V1

+ r

Q2 +M2
V2

=
r(M2

V1
−M2

V2
)

(Q2 +M2
V1

)(Q2 +M2
V2

) . (6.68)

Having a more precise look at current ep-scattering data, however, reveals significant devia-
tions of the proton form factors from the simple dipole form [147]. Also from a first-principals
theoretical point of view, there is no compelling argument why the form factors should exactly
follow a dipole form. Moreover, the electric form factor of the neutron cannot be described in
this way at all, since GnE(0) = 0. For these reasons, a model-independent ansatz is desirable.

This can be achieved by the z-expansion which only makes use of the known analytical
properties of the form factors [209]: they are analytical functions of the complex variable
q2 outside of a cut at time-like values of q2 beginning at the two-pion production threshold,
q2 ≥ 4M2

π [210].10 One hence maps the domain of analyticity onto the unit circle [209],

z(Q2) =
√
τcut +Q2 −√τcut − τ0√
τcut +Q2 +

√
τcut − τ0

, (6.69)

and expands the form factors as

GE(Q2)
GE(0) =

n∑

k=0
akz(Q2)k, GM (Q2) =

n∑

k=0
bkz(Q2)k. (6.70)

The parameter τ0 (not to be confused with the gradient flow scale t0, hence the slightly
uncommon nomenclature) is the value of q2 = −Q2 which is mapped to z = 0. In principle, it
can be optimized to minimize the maximum value that |z| takes [209]. In our fits, however, we
have not found any appreciable dependence on the value of τ0, and thus use the simple choice
τ0 = 0. On each ensemble, we set τcut = 9M2

π for the isoscalar channel and τcut = 4M2
π for the

remaining channels, respectively, where Mπ is the pion mass on the respective ensemble (cf.,
table 6.1).

For the z-expansion analysis, we use the form factors of the proton and neutron, which can
be obtained from the ones in the isospin basis according to eqs. (5.15) and (5.17),

Geff,p
E,M = 1

6

(
Geff,u+d−2s
E,M + 3Geff,u−d

E,M

)
, Geff,n

E,M = 1
6

(
Geff,u+d−2s
E,M − 3Geff,u−d

E,M

)
. (6.71)

In analogy to the direct fits, we fit the normalized ratio GE(Q2)/GE(0) and enforce the
normalization by fixing a0 = 1. For the exceptional case of the neutron, where GnE(0) = 0, we
do not normalize GnE(Q2), exclude the point at Q2 = 0, and set a0 = 0. Evaluating eqs. (5.9)
and (5.10) yields for the radii,

⟨r2
E⟩ = − 3a1

2τcut
, ⟨r2

M ⟩ = − 3b1
2τcutb0

, (6.72)

where the normalization of the electric radius has already been taken into account, and b0 = µM .
Using the same strategy to set priors on the coefficients ak and bk as in Ref. [60], we observe

with our updated, more precise data that such priors impose too strict constraints on the
Q2-behavior of the form factors. In particular, the fits with priors tend to follow more closely
the data points at large Q2 than those at low Q2, which is undesirable for an extraction of the
radii and the magnetic moment. Hence, we resort to fits without priors, going up to order n = 2.
10In the isoscalar channel, the relevant threshold is three-pion production, q2 ≥ 9M2

π [210].
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This represents a compromise between the fit function not being unduly stiff and avoiding
overfitting especially on ensembles with a bad resolution in Q2.

The errors on the nucleon and pion masses as well as those from the scale setting are included
in the analysis using the same parametric bootstrap procedure as for the direct fits. In order to
account for the correlation between GE and GM , the two form factors are fitted simultaneously
even though they do not share any common fit parameters. However, the different channels
(proton, neutron, isovector and isoscalar) are treated separately, in order to mirror the analysis
with the direct fits as closely as possible.

One disadvantage of the analysis based on the z-expansion is that the lowest cut in Q2 which
is applicable for all ensembles required for a chiral and continuum extrapolation is roughly
0.6 GeV2. We thus show in fig. 6.29 the z-expansion fits using this relatively large cut also for
our near-physical pion mass ensemble E250. One can see that the fits describe the data very
well. In particular for GM , however, the form factor is (except for the isoscalar channel) very flat
around Q2 = 0, where there is no lattice data. This seems to be partly due to fluctuations in the
data at Q2 > 0, against which the z-expansion is not sufficiently stable. Consequently, it can be
assumed that the magnetic moments and radii determined from these fits are considerably too
small (cf., fig. 6.30 below). The situation is aggravated for ensembles with a bad momentum
resolution like N200 or J303. On these two ensembles, the z-expansion fits run away in opposite
directions for the magnetic form factor towards Q2 = 0. This demonstrates that the z-expansion
is much more prone to modelling fluctuations than the BχPT fits, especially for the magnetic
form factors.

Using the z-expansion, we obtain a set of results for the electromagnetic radii and magnetic
moments on each ensemble. They are listed in appendix F of Ref. [5] for two different cuts
in the momentum transfer (Q2 ≤ 0.6 GeV2 and Q2 ≤ 0.7 GeV2). We note that the ensembles
dedicated to the study of finite-volume effects (H105 and S201) do not even have enough data
points to permit a z-expansion with these momentum cuts.

6.7.3 Chiral, continuum and infinite-volume extrapolation
For the chiral, continuum and infinite-volume extrapolation of the z-expansion data sets, we
employ fit formulae inspired by HBχPT [44]. We only take the leading-order dependence on
the pion mass into account, since any higher-order coefficients are very poorly constrained by
our data, and add terms ∝ a2 in order to account for discretization effects. As the finite-volume
dependence is not sufficiently constrained by the ensembles on which z-expansion data is
available (cf., the discussion in section 6.7.2), we neglect it for the purpose of this crosscheck of
our main analysis which is based on the direct fits (cf., section 6.7.1).

This leads us to the following ansätze for the isovector, proton and neutron channels,

⟨r2
E⟩
t0

= A+D ln(
√
t0Mπ) + E

a2

t0
, (6.73)

⟨r2
M ⟩
t0

= A+ D√
t0Mπ

+ E
a2

t0
, (6.74)

µM = A+B
√
t0Mπ + E

a2

t0
. (6.75)

The terms in the one-loop HBχPT expressions for the electromagnetic radii and the magnetic
moment with the pion-mass dependence shown in eqs. (6.73) to (6.75) do not contribute in the
isoscalar channel [44, 197, 211]. As argued in Ref. [44], one may nevertheless need to introduce
a counterterm ∝M2

π parametrizing quark-mass dependent short-distance contributions to the
isoscalar (anomalous) magnetic moment. This term should also enter the electric radius via the
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Figure 6.29: Electromagnetic form factors as obtained from the LO summation method using
the window average on the ensemble E250 as a function of Q2. From top to
bottom, we show the isovector and isoscalar combinations, as well as the proton
and neutron. In contrast to fig. 6.26, the orange curves and bands depict here
z-expansion fits with Q2

cut = 0.6 GeV2.
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second term in eq. (5.5) (left). In the absence of any concrete higher-order HBχPT results, we
employ the following ansatz for all three isoscalar observables,

A+ Ct0M
2
π + E

a2

t0
. (6.76)

The extrapolated results at the physical point are collected in table 6.2 for two different
cuts each in the pion mass (Mπ ≤ 0.27 GeV and Mπ ≤ 0.3 GeV) and the momentum transfer
(Q2 ≤ 0.6 GeV2 and Q2 ≤ 0.7 GeV2). The numbers for ⟨r2

E⟩ are, with the slight exception
of the neutron, stable within their errors and compare well to the results of the direct fits
(cf., table 6.3 below). The magnetic radii exhibit somewhat more variation while having a
considerably larger error compared with the direct fits. This is mostly due to the latter fitting
GE and GM together with common fit parameters, thus leveraging the knowledge that both
form factors are governed by the same underlying physics. For the magnetic moments, the
agreement with the direct fits tends to be worse than for the radii: they are (except in the
isoscalar channel) significantly smaller in magnitude than those obtained from the direct fits
(cf., table 6.3) which are in turn well compatible with the experimentally very precisely known
values (cf., fig. 6.38).

Table 6.2: Results of the chiral and continuum extrapolation for the z-expansion extractions

Channel Mπ,cut [GeV] Q2
cut [GeV2] ⟨r2

E⟩ [fm2] ⟨r2
M ⟩ [fm2] µM p-value

u− d 0.27 0.6 0.740(80) 0.38(27) 4.09(36) 0.562
u− d 0.27 0.7 0.727(79) 0.54(24) 4.02(34) 0.364
u− d 0.30 0.6 0.739(54) 0.65(16) 4.04(26) 0.0573
u− d 0.30 0.7 0.750(53) 0.81(14) 4.04(25) 0.0676
u+ d− 2s 0.27 0.6 0.557(31) 0.52(34) 2.43(46) 0.0557
u+ d− 2s 0.27 0.7 0.551(29) 0.52(29) 2.41(45) 0.247
u+ d− 2s 0.30 0.6 0.553(20) 0.44(23) 2.40(35) 0.167
u+ d− 2s 0.30 0.7 0.550(19) 0.47(17) 2.39(32) 0.350
p 0.27 0.6 0.643(56) 0.23(32) 2.33(24) 0.414
p 0.27 0.7 0.625(53) 0.37(29) 2.34(23) 0.453
p 0.30 0.6 0.668(37) 0.57(19) 2.37(17) 0.131
p 0.30 0.7 0.667(35) 0.70(17) 2.38(17) 0.150
n 0.27 0.6 −0.132(37) 0.54(33) −1.65(16) 0.687
n 0.27 0.7 −0.125(36) 0.80(29) −1.65(15) 0.272
n 0.30 0.6 −0.084(24) 0.75(20) −1.57(12) 0.0648
n 0.30 0.7 −0.094(23) 0.93(17) −1.59(11) 0.0634

For illustration, we display in fig. 6.30 the extrapolation for the proton using Mπ,cut = 0.3 GeV
and Q2

cut = 0.6 GeV2. The radii, especially ⟨r2
M ⟩, are very small on our near-physical pion mass

ensemble E250, with large errors. Moreover, individual ensembles can deviate rather strongly
from the fit curve, which is most apparent for the magnetic observables on J303 and N200. This
is probably due to the low momentum resolution on these two ensembles, which implies a long
extrapolation to Q2 = 0, where the radius and the magnetic moment are defined, but no lattice
data are available. In this context, we also refer to the discussion of fig. 6.29 in section 6.7.2
above. We furthermore note that the relative weights in the extrapolation fit do not reflect
the number of Q2-points entering the z-expansion, which is different on each ensemble. In this
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Figure 6.30: Electromagnetic radii and magnetic moment of the proton as a function of the
pion mass. The faint symbols represent our original lattice data obtained from a
z-expansion with Q2

cut = 0.6 GeV2, while the opaque ones have been corrected for
the continuum limit. The cyan lines and bands depict an extrapolation fit (CC fit)
according to eqs. (6.73) to (6.75). Its results at the physical point are shown as
cyan squares and the model-averaged results of the direct fits as black crosses (cf.,
table 6.3 below), with a dotted vertical line at the physical pion mass (in units of√
t0) to guide the eye.

sense the two-step process, first performing z-expansion fits and subsequently extrapolating,
masks the relative paucity of data points at small momentum transfer for some ensembles.

We conclude that the direct fits are superior to the analysis using a z-expansion followed by
a chiral and continuum extrapolation, in particular for the description of the magnetic form
factor: they are more stable against fluctuations on individual momenta or ensembles and take
more information about the physical properties of the form factors into account, which helps
in reducing the errors. In cases where the two-step procedure based on the z-expansion is
stable and trustworthy, both methods give consistent results. Therefore, we do not find any
evidence that the functional forms employed by the direct BχPT fits introduce a systematic
bias. We also remark that there is no meaningful possibility of averaging the results from the
direct BχPT fits with those from the z-expansion because the latter are, in particular for the
magnetic quantities, much less precise and simply not competitive.
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6.8 Ratio of electric and magnetic form factor
As already mentioned at the beginning of section 6.7.2, phenomenologically motivated dipole fits
to unpolarized ep-scattering data have traditionally found a ratio of the electric and magnetic
form factor of the proton which stays rather constant close to one over a large range of Q2.
Conversely, polarization experiments, which are directly sensitive to this ratio, have seen a
dramatic decrease of Gp

E/Gp
M starting at Q2 ≈ 0.5 GeV2 with a continuing decline up to very

large Q2 [212]. The range of Q2 for which a significant discrepancy can be established has
recently been extended by new, precise unpolarized measurements [213]. Therefore, we want
to investigate in this section whether our lattice data can provide any theory insights on this
question.

For this purpose, we build the ratio Gp
E/Gp

M already on the level of the (momentum-averaged)
three-point functions,

Geff,p
E (Q2; tsep, t)

Geff,p
M (Q2; tsep, t)

= 1
mN + Eq

G̃eff,p
E (Q2; tsep, t)

G̃eff,p
M (Q2; tsep, t)

, (6.77)
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(6.79)

so that the two-point functions otherwise entering the ratios eq. (6.43) cancel.11 Afterwards,
we apply the LO summation method with the window average directly to the quantity defined
by eq. (6.77). In this way, correlated fluctuations can cancel to a greater degree, and the
uncertainty from the removal of the excited-state contamination is only incurred once. The
latter effect becomes particularly important for larger Q2-values since the growing noise makes
it increasingly harder to resolve excited-state effects. We emphasize that the thus obtained
data points do not enter any of our fits described in section 6.7.
11We remark that if one were to build the ratio G

p
E/G

p
M

on the level of the effective form factors extracted from
eqs. (6.50) and (6.51), the two-point functions would not cancel exactly because different statistics are used
for the two-point functions entering the connected and disconnected contributions, respectively, and the
combination for the proton has to be built before taking the ratio G

p
E/G

p
M

.
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Figure 6.31: Ratio of the electric and magnetic form factor of the proton obtained as described
in the text as a function of Q2 for all ensembles entering the final BχPT fits. The
right panel is zoomed in from the left one, but shows the same data.

Our lattice data for Gp
E/Gp

M obtained as explained above are plotted in fig. 6.31 as a function
of Q2 for all ensembles entering the final BχPT fits. As already noticed in Ref. [60] on the
level of the isovector combination, we observe that this ratio is rather flat on most ensembles.
On our finest boxes E300 and J303, the data show signs of a light downward slope, whereas
on our near-physical pion mass ensemble E250, they exhibit a light upward slope. Both are,
however, at the edge of significance, so that no definite conclusion on this question is possible.
With respect to E250, we also remind the reader of our discussion of the relatively pronounced
statistical fluctuations on this ensemble in section 6.7.1.

Moreover, the range of momenta accessible with a decent error in our lattice calculation is
very limited in comparison to those considered in the context of scattering experiments. In
particular, the decrease of the form factor ratio observed in polarization experiments in the
range Q2 ≤ 0.6 GeV2 (which is what is shown in the right panel of fig. 6.31) is only about 3 %
to 5 % [212]. Such a small change could easily be masked by our statistical errors, as is obvious
from fig. 6.31. We furthermore remark that a similar dip at low Q2 is also observed in many
unpolarized ep-scattering experiments [212, 213]. Consequently, our lattice calculation can at
the current level of accuracy not contribute to the discussion of the discrepancy in Gp

E/Gp
M at

larger Q2.

6.9 The Zemach and Friar radii
In the previous section, we have seen that we cannot make a relevant contribution to the
analysis of large-Q2 observables. Therefore, we will focus on low-Q2 observables like the radii
for the remainder of this thesis, for which we can achieve a much higher precision and thus
anticipate to have a significant impact.

6.9.1 Relevance of the Zemach and Friar radii
The most accurate experimental determination of the proton’s electric radius is derived from
the measurement of the Lamb shift in muonic hydrogen spectroscopy [16, 17]. This result
exhibits a large tension with some ep-scattering experiments [14, 25], which is known as the
proton radius puzzle we have already referred to in the introduction.
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To infer the electric radius from the observed Lamb shift, higher-order nuclear-structure
contributions need to be subtracted. The leading contribution is the two-photon exchange [214],
the dominant, elastic part of which depends on the third Zemach moment of the proton. The
general definition of the third Zemach moment of either the proton or the neutron is given by
[215–217],

⟨r3
E⟩(2) = 48

π

∫ ∞

0

dQ

Q4

[
(GE(Q2))2 − (GE(0))2 − ∂(GE(Q2))2

∂Q2

∣∣∣∣
Q2=0

Q2

]
. (6.80)

For the proton, this evaluates to

⟨r3
E⟩

p
(2) = 24

π

∫ ∞

0

dQ2

(Q2)5/2

[
(GpE(Q2))2 − 1 + 1

3 ⟨r
2
E⟩

p
Q2
]
, (6.81)

and for the neutron to
⟨r3
E⟩

n
(2) = 24

π

∫ ∞

0

dQ2

(Q2)5/2 (GnE(Q2))2. (6.82)

The radius associated with the third Zemach moment is known as the Friar radius,

rF = 3
√
⟨r3
E⟩(2). (6.83)

Historically [218], a very large Friar radius of the proton has been suggested as a possible
solution to the proton radius puzzle. For this purpose, however, the Friar radius would need to
be so large that the expansion in radii would break down [219, 220].

While the situation regarding the proton’s electric radius is seemingly awaiting its final
resolution, one also finds discrepant results for its magnetic radius, as already mentioned in
the introduction. Specifically, there is a tension of 2.7σ between the value extracted from a
z-expansion analysis of the A1 ep-scattering data alone and the estimate from the corresponding
analysis applied to the remaining world data [40]. Dispersive analyses [30, 32, 34] arrive at
magnetic proton radii significantly larger than the A1-data analyses [14, 40], but smaller than
z-expansion on the remaining world data [40]. Therefore, it appears that the puzzle regarding
the proton’s electromagnetic size persists, but is shifting from the electric to the magnetic
properties.

Underlining the importance of the magnetic properties of the proton, several experiments
are underway to determine these from spectroscopy on (muonic) hydrogen [221–224]. This
can be achieved by measuring, in addition to the Lamb shift, the hyperfine splitting (HFS) in
either electronic or muonic hydrogen, which is caused by the magnetic spin-spin interaction
between the nucleus and the orbiting lepton. The influence of the electromagnetic structure
of the nucleus on the HFS is particularly pronounced for the S states, since the S-state wave
function has a large overlap with the nucleus.

The leading-order proton-structure contribution to the S-state HFS of hydrogen depends on
the Zemach radius of the proton. The general definition of the Zemach radius of either the
proton or the neutron is given by [216, 225],

rZ = − 4
π

∫ ∞

0

dQ

Q2

[
GE(Q2)GM (Q2)

µM
− GE(0)GM (0)

µM

]
. (6.84)

For the proton, this evaluates to

rpZ = − 2
π

∫ ∞

0

dQ2

(Q2)3/2

[
GpE(Q2)GpM (Q2)

µpM
− 1
]
, (6.85)
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and for the neutron to
rnZ = − 2

π

∫ ∞

0

dQ2

(Q2)3/2
GnE(Q2)GnM (Q2)

µnM
. (6.86)

A firm theoretical prediction of the Zemach radius of the proton is of vital importance for the
success of the atomic spectroscopy experiments planning to measure the ground-state (1S)
HFS in muonic hydrogen with ppm precision [221–224], from which the Zemach radius could
be extracted with sub-percent uncertainty: On the one hand, it helps in narrowing down the
frequency search range. On the other hand, a lattice calculation of the proton’s Zemach radius
would represent a first-principles prediction which will be tested by high-precision experiments
and would thus allow for a crucial consistency check. It is worth noting that the interpretation
of the experimental HFS results from either electronic or muonic hydrogen alone relies on
theoretical input for the proton-polarizability effect, where a discrepancy has emerged between
data-driven approaches and BChPT [226]. Once high-precision results for the HFS in muonic
hydrogen are available, these can be combined with the existing precise results in electronic
hydrogen. This will make it possible to disentangle the Zemach and polarizability contributions
and compare them both to theory [41].

6.9.2 Lattice calculation: extrapolation of the form factors and integration
In the following, we will explain in detail how we use our lattice determination of the electro-
magnetic form factors of the proton and neutron to compute their Zemach and Friar radii. Due
to their very limited range of validity in Q2, the BχPT fits cannot be employed directly to
evaluate the full integrals in eqs. (6.81), (6.82), (6.85) and (6.86). Hence, an extrapolation of the
BχPT fits beyond their range of applicability is required if they are to be used to parametrize
the form factors. For each model variation, we evaluate the BχPT formula for Gp,nE and Gp,nM ,
using the low-energy constants as determined from the corresponding fit, at the physical point
and at twenty evenly spaced points in Q2 ∈ [0, Q2

cut]. Here, Q2
cut is the cut in the momentum

transfer corresponding to the respective variation of the BχPT fit.
In the next step, we fit a model which obeys the large-Q2 constraints on the form factors

from perturbation theory [227] to these data points and their error estimates. We note that the
data points exhibit an extremely high artificial correlation due to the way we generate them.
Taking these correlations into account when adjusting the extrapolation model would thus not
be meaningful, and also technically challenging because the resulting covariance matrices are
extremely badly conditioned.

To describe the Q2-dependence, we use the model-independent z-expansion [209] explained
in section 6.7.2 (cf., eqs. (6.69) and (6.70)). Here, we employ τcut = 4M2

π,phys and again τ0 = 0.
We truncate the z-expansion beyond n = 9 and incorporate the four sum rules from Ref. [40]
for each form factor, which ensure the correct asymptotic behavior of the latter for large Q2

(namely that GE and GM fall off ∝ Q−4). The normalization of the electric form factor is
enforced by fixing ap0 = 1 and an0 = 0, respectively. For the determination of the Zemach radius,
we fit GE and GM simultaneously, similar to the crosscheck of our analysis in section 6.7.2,
so that we have eleven independent fit parameters altogether. For the third Zemach moment,
on the other hand, only the electric form factor is required, so that we fit only GE and have
five independent fit parameters here. The extrapolation fits are performed for the proton and
neutron independently. Using more than twenty data points for each form factor or a higher
degree of the z-expansion does not increase the overlap between the original BχPT fit and the
extrapolation any further.

For the numerical integration of eqs. (6.81), (6.82), (6.85) and (6.86), we smoothly replace the
BχPT parametrization of the form factors by the z-expansion-based extrapolation in a narrow
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window around Q2
cut. Concretely, we use the following estimate for the form factor term,

F (Q2) = 1
2

[
1− tanh

(
Q2 −Q2

cut
∆Q2

w

)]
Fχ(Q2) + 1

2

[
1 + tanh

(
Q2 −Q2

cut
∆Q2

w

)]
F z(Q2), (6.87)

where F (Q2) ≡ GE(Q2)GM (Q2)/µM for the Zemach radius and F (Q2) ≡ G2
E(Q2) for the third

Zemach moment, respectively. In eq. (6.87), Fχ(Q2) represents our fit to BχPT, while F z(Q2)
denotes the z-expansion parametrization of the form factors. For the width of the window in
which we switch between the two parametrizations, we choose ∆Q2

w = 0.0537t−1
0 ≈ 0.1 GeV2.

For a consistent calculation of the third Zemach moment of the proton, the replacement accord-
ing to eq. (6.87) has to be applied to all terms in eq. (6.81). Thus, instead of ∂(Gp

E(Q2))2/∂Q2|Q2=0,
we have to use

∂F (Q2)
∂Q2

∣∣∣∣
Q2=0

=
[
1 + tanh

(
Q2

cut
∆Q2

w

)]
∂Gp,χE (Q2)

∂Q2

∣∣∣∣
Q2=0

+
[
1− tanh

(
Q2

cut
∆Q2

w

)]
∂Gp,zE (Q2)

∂Q2

∣∣∣∣
Q2=0

. (6.88)

Here, we have made use of the fact that Gp,χE (0) = Gp,zE (0) = 1. Effectively, eq. (6.88) amounts
to applying the replacement according to eq. (6.87) also to the value of ⟨r2

E⟩
p in eq. (6.81).

The cancellation between the different terms of eq. (6.81) at small Q2 does not occur at
the required numerical accuracy on all our bootstrap samples. To facilitate the numerical
integration, we therefore regulate the small-Q2 contribution to the integral for the proton by
replacing t0Q

2 → t0Q
2 + ϵ in the denominator. This regularization is only applied to the

integral from Q2 = 0 to Q2 = 0.00537t−1
0 ≈ 0.01 GeV2.

The value of ϵ can be tuned to balance the systematic error, which we define as the difference
to the integration with ϵ = 0, with the numerical error of the integration. The relative errors as a
function of ϵ are displayed in fig. 6.32 for the variation of the BχPT fits with Mπ,cut = 0.23 GeV,
Q2

cut = 0.6 GeV2 and corrections for both types of lattice artefacts according to the additive
model of eqs. (6.62) and (6.63). The calculation of the systematic error is possible because
the integration works also without a regulator for the central value (in contrast to some of the
bootstrap samples). For the numerical error, on the other hand, we have taken the maximum
over all bootstrap samples. One can see from fig. 6.32 that ϵ = 1×10−7 offers a good compromise
between the systematic and numerical errors, thus minimizing the quadratic sum of the two. We
remark that for this value, which is the one we will employ in the following, the systematic error
amounts to less than 6 % of the statistical error of ⟨r3

E⟩
p
(2) and can hence safely be neglected.

The two parametrizations and their weighted average according to eq. (6.87) are illustrated
in fig. 6.33 for the case of the Zemach radius. While the BχPT formula is clearly not reliable
for Q2 ≳ 1.7 GeV2 ≈ 0.9t−1

0 , the z-expansion behaves well for arbitrarily large momenta, which
is due to the sum rules [40] we have included. In the region where we adjust the z-expansion to
the BχPT parametrization (0 < Q2 ≤ 0.6 GeV2 for the case shown in fig. 6.33), however, the
two curves overlap so closely that they are indistinguishable by eye. The blue curve, which is
the one we use for the integration, smoothly switches from the orange (BχPT) curve to the
green (z-expansion) one in a tight window around Q2

cut = 0.6 GeV2 = 0.322t−1
0 .

The results for the Zemach radii and third Zemach moments of the proton and neutron
obtained from all variations of the BχPT fits are collected in the appendix of Ref. [7].

Finally, we note that the major advantage of our approach based on the BχPT fits over an
integration of the form factors on each ensemble is that the Zemach and Friar radii can be
computed directly at the physical point, so that an extrapolation of results for the radii to the
physical point, which would entail further significant systematic uncertainties, is not required.
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Figure 6.32: Relative numerical (integration) and systematic errors of the third Zemach moment
of the proton as a function of the regulator ϵ introduced in the text. The plot
has been obtained using the variation of the BχPT fits with Mπ,cut = 0.23 GeV,
Q2

cut = 0.6 GeV2 and corrections for both types of lattice artefacts according to
the additive model of eqs. (6.62) and (6.63). For the further analysis, we use
ϵ = 1× 10−7.

6.9.3 Contribution of the extrapolated form factors
Replacing the BχPT parametrization smoothly with a constant zero instead of the z-expansion-
based extrapolation [i.e., setting F z(Q2) ≡ 0 in eq. (6.87)] allows one to estimate the contribution
of the form factors at Q2 > Q2

cut to the resulting Zemach radius and third Zemach moment,
respectively. In this case, F z(0) is not equal to Fχ(0) for the proton any more, so that the
formulae for the Zemach radius and third Zemach moment need to be modified accordingly.
For the Zemach radius of the proton, the expression in square brackets in eq. (6.85) has to be
replaced by

F (Q2)− F (0) = 1
2

[
1− tanh

(
Q2 −Q2

cut
∆Q2

w

)]
Fχ(Q2)− 1

2

[
1 + tanh

(
Q2

cut
∆Q2

w

)]
. (6.89)

For the third Zemach moment of the proton, the appropriate replacement for the term in square
brackets in eq. (6.81) is

F (Q2)− F (0)− ∂F (Q2)
∂Q2

∣∣∣∣
Q2=0

Q2 = 1
2

[
1− tanh

(
Q2 −Q2

cut
∆Q2

w

)]
Fχ(Q2)

− 1
2

[
1 + tanh

(
Q2

cut
∆Q2

w

)]

+ 1
6

[
1 + tanh

(
Q2

cut
∆Q2

w

)]
⟨r2
E⟩

p,χ
Q2

+ 1
2∆Q2

w cosh2(Q2
cut/∆Q2

w)
Q2. (6.90)

Again, F (Q2) ≡ GpE(Q2)GpM (Q2)/µM in eq. (6.89) and F (Q2) ≡ (GpE(Q2))2 in eq. (6.90),
respectively. We stress that the replacements according to eqs. (6.89) and (6.90) are only correct
and relevant if one sets the extrapolated form factors to zero, which we only do for the purpose
of determining their contribution to the actual results.
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Figure 6.33: Product of the electric and normalized magnetic form factors of the proton (left
panel) and neutron (right panel) at the physical point evaluated with different
parametrizations. The orange curve shows the variation of the BχPT fits to our
lattice data with Mπ,cut = 0.23 GeV, Q2

cut = 0.6 GeV2 ≈ 0.322t−1
0 and corrections

for both types of lattice artefacts according to the additive model of eqs. (6.62)
and (6.63). The green curve depicts the z-expansion-based extrapolation and the
blue curve the weighted average of the two according to eq. (6.87).

For Q2
cut = 0.6 GeV2 (our largest, i.e., least stringent, value for the cut), we find that the

relative difference of the thus obtained value for rpZ to the actual result using the corresponding
variation of the BχPT fits is less than 0.9 %. In other words, the form factor term at
Q2 > 0.6 GeV2 contributes less than 0.9 % to the Zemach radius of the proton. For the third
Zemach moment, the denominator in the integrand suppresses the large-Q2 contribution to the
integral even more strongly than for the Zemach radius. Accordingly, we find a corresponding
relative contribution of less than 0.3 % to the third Zemach moment of the proton.

Due to this smallness of the contribution of the extrapolated form factors, the precise form
of the chosen model for the extrapolation only has a marginal influence on the resulting values
for the Zemach radius and third Zemach moment. For example, if we replace the z-expansion
by a dipole ansatz according to eq. (6.67) (which also fulfills the constraints from Ref. [227]),
we find that the Zemach radius of the proton derived from any of our fit variations changes
by at most ∼ 20 % of the entire systematic error quoted in table 6.3 below. Thus, adding the
variation in rpZ due to the extrapolation model quadratically to the systematic uncertainty in
table 6.3 would not change the latter significantly.

6.10 Model average and final results
In sections 6.6 and 6.7 above, we have provided a comprehensive explanation of our reasons for
favoring the direct fits over the two-step procedure based on the z-expansion, and for using the
LO summation method with the window average for ground-state identification. We will hence
restrict our presentation of the final results to our preferred methods. Within the direct-fit
approach, we have no strong a priori preference for one specific setup, and thus determine our
final results and total errors from averages over different fit models and kinematic cuts.

For this purpose, we employ weights derived from the Akaike Information Criterion (AIC)
[185, 186]. In the following, we will sketch the construction of the AIC and its extensions which
are relevant to our analysis. Consider a size-N sample of data drawn from an unknown true
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probability distribution PT , y = (y1, . . . , yN ). Note that in general, each yi is a dimension-d
vector. Our aim is to study parametric models Mµ depending on parameters aj , j = 1, . . . , k
with corresponding probability densities P (y|Mµ, a), and to find associated weights wµ to use
for model averaging.

The adequacy of a model Mµ to approximate the true distribution can be measured by their
Kullback-Leibler (KL) divergence [228],

KL(Mµ,a) =
∫
dz PT (z) ln

(
PT (z)

P (z|Mµ,a)

)
=
∫
dz PT (z)[lnPT (z)− lnP (z|Mµ,a)]. (6.91)

Here, z denotes future observations drawn from PT (z), so that eq. (6.91) is an expectation value
with respect to the true distribution. In words, the KL divergence measures the information
loss in the estimation of PT (z) by the model distribution P (z|Mµ, a). Since we are dealing with
parametric models, we need to fix the parameter values before we can evaluate and minimize
eq. (6.91). In a frequentist context, one commonly uses the maximum-likelihood estimator
a∗

MLE, and in a Bayesian context the posterior mode a∗
PM [229]. We note that both of these

estimators are based on maximizing a likelihood function calculated from the observed data y
rather than from the true distribution PT (which is inaccessible in practice). Simply plugging
such an estimator into eq. (6.91) yields the plug-in KL divergence,

KLplug-in(Mµ) =
∫
dz PT (z)[lnPT (z)− lnP (z|Mµ,a∗)], (6.92)

which no longer depends on a. The first term in eq. (6.92) does not depend on the model but
only on the true distribution. If the data is fixed for all candidate models, this is a constant,
and minimizing KLplug-in(Mµ) is equivalent to minimizing −2

∫
dz PT (z) lnP (z|Mµ, a∗), where

we have included a conventional factor of 2.
Since the true distribution is unknown, we need to estimate the expectation value with

respect to it from the observed data y,

−2
∫
dz PT (z) lnP (z|Mµ,a∗) ≈ − 2

N

N∑

i=1
lnP (yi|Mµ,a∗) = − 2

N
lnP (y|Mµ,a∗). (6.93)

Because the data y is used to estimate both the optimal parameters a∗ and the “outer”
expectation value, eq. (6.93) is not unbiased. If one assumes that the true distribution PT
belongs to the family of candidate distributions under consideration, one can derive that the
bias of eq. (6.93) can be estimated by −2k/N, where k is the number of parameters (i.e., the
dimension of the parameter vector a) [230, 231]. Multiplying by a conventional factor of N ,
one obtains (in the frequentist case) the AIC [185, 186],

AICµ = −2 lnP (y|Mµ,a∗
MLE) + 2k. (6.94)

Even if the requirement that the true distribution is part of the collection of candidate models
is not always fulfilled in practice, it has been shown in Ref. [232] that the AIC is asymptotically
optimal in the sense that it asymptotically selects the candidate model which minimizes the
mean-squared error of prediction.

In the context of least-squares fits (cf., section 6.2.1), one assumes that the likelihood function
is given by a Gaussian,

P (y|Mµ,a) ∝
N∏

i=1
exp

[
−1

2 χ̃
2
i,µ(a)

]
, (6.95)
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with the residuals χ̃2
i,µ(a) for the model Mµ on the data sample i,

χ̃2
i,µ(a) = 1

N
[yi − fµ(a)]TC−1[yi − fµ(a)]. (6.96)

Here, fµ(a) is the model function corresponding to the model Mµ and C denotes the data
covariance matrix as usual (i.e., the one of the estimators, cf., eq. (6.9)). The mean-based
residuals χ2

µ defined as in eq. (6.29) can be written as the sum over the sample-based residuals,∑N
i=1 χ̃

2
i,µ, plus a model-independent constant which can be ignored if the data is kept fixed

between models [229]. Thus, the AIC takes the form [229],

AICµ = χ2
µ(a∗

MLE) + 2k, (6.97)

where the maximum-likelihood estimator for the parameters, a∗
MLE, is obtained by minimizing

χ2
µ(a) (cf., eq. (6.29)).
In the presence of Bayesian priors, the maximum-likelihood estimator is replaced by the

posterior mode a∗
PM which minimizes the augmented residuals χ2

aug(a) (cf., section 6.2.3). It
has been shown in Ref. [229] that minimizing the KL divergence in the Bayesian case yields the
Bayesian Akaike Information Criterion (BAIC),

BAICµ = −2 lnP (y|Mµ,a∗
PM) + 2k = χ2

µ(a∗
PM) + 2k, (6.98)

where the latter equality holds (up to a model-independent constant) in the case of least-squares
fits. This means that what enters the BAIC are the unaugmented residuals (i.e., without
the contribution of the priors), but evaluated at the posterior mode (which is obtained by
minimizing the augmented residuals).

The applicability of the AIC and BAIC in their original forms is called into question when
only subsets of data are fitted for some models as a result of applying data cuts, i.e., ignoring
dc of the d dimensions of the data vectors. This is because the derivation of these criteria
assumes that all models describe the same fixed set of data. To circumvent this restriction,
Refs. [229, 233] have introduced a perfect-model construction. The key idea is that cutting
dc data points from a fit is equivalent to fitting these points to a perfect model with zero
degrees of freedom. Such a model which passes through the cut data points exactly obviously
requires dc additional fit parameters. An explicit construction of the perfect model as well
as a comprehensive discussion of the influence of correlations between the cut and the kept
parts of the data can be found in Ref. [229]. In general, however, an explicit construction is not
required in practice; it suffices to replace k → k + dc in the AIC and BAIC,

AICP,µ = χ2
µ(a∗

MLE) + 2k + 2dc, (6.99)
BAICP,µ = χ2

µ(a∗
PM) + 2k + 2dc. (6.100)

From a practical point of view, the (B)AIC takes the goodness of fit into account, while at the
same time penalizing a reduction of the degrees of freedom that may result either from the
introduction of further fit parameters or from cutting away data points.

In our direct fits, we both use Bayesian priors for some fit parameters and apply kinematic
cuts. Consequently, we employ the BAICP defined by eq. (6.100). For the proton and neutron
observables, which are derived from two separate fits to the isovector and isoscalar form factors,
the BAICP is obtained as the sum of the BAICP values of both fits (which would be the BAICP

resulting from a combined fit with the cross-correlations between the two channels set to zero12).
12Estimating these correlations is not feasible because the size of the resulting covariance matrices would be

much larger than the number of available configurations on some ensembles.
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For the weighting of the different models, one can use [229, 234, 235],

wBAICP
µ = e−BAICP,µ/2

∑
ν e

−BAICP,ν/2 . (6.101)

When computing these weights for our set of models, it turns out that the BAICP strongly
prefers the fits with the least stringent cut in Q2. This is due to the relatively large number of
data points which is cut away by lowering Q2

cut in a fit across several ensembles. The effect
is enhanced by our two most chiral ensembles E250 and E300 which feature a comparatively
large density of Q2-points. At a pion-mass cut of 0.23 GeV, for example, a reduction of Q2

cut
from 0.6 GeV2 to 0.5 GeV2 leads to an increase in dc by 14. If the fit quality stayed the same,
χ2(a∗

PM) would shrink by 14, so that the BAICP would in total rise by 14. According to
eq. (6.101), this would imply a relative weight factor of e−14/2 = e−7 ≈ 9.1 × 10−4, which is
close to what we actually observe.

Since the radii and the magnetic moment are defined in terms of the low-Q2 behavior of
the form factors, a stricter cut in Q2 is theoretically better motivated for an extraction of
these quantities. Hence, we employ eq. (6.101) for each value of Q2

cut at a time to weight the
remaining variations, i.e., the pion-mass cut and the modelling of lattice artefacts. Using these
separately normalized BAICP weights, we finally apply a flat weight function to the estimates
originating from the different Q2

cut. This prescription, which we dub BAIC, ensures that the
stricter cuts in Q2, and thus our low-momentum data, have a strong influence on our final
results.

For the estimation of the statistical and systematic uncertainties of our model averages, we
adopt a bootstrapped variant the procedure from Ref. [10], which we briefly sketch in the
following. To that end, one treats the model-averaged quantity as a random variable with a
cumulative distribution function (CDF) adding up from the weighted CDFs of the individual
models,

cdfx(y) =
NM∑

µ=1

wBAIC
µ

NB

NB∑

n=1
Θ(y − xµ,n). (6.102)

Here, the outer sum runs over our NM = 4× 2× 7 = 56 models with the associated weights
wBAIC
µ computed as explained above. The inner sum runs over the NB = 10 000 bootstrap

samples obtained from our resampled analysis (cf., sections 6.1.5 and 6.7.1). Θ denotes the
Heaviside step function and xµ,n the estimate for the observable x on the n-th sample and
using the µ-th model. Due to the large number of bootstrap samples NB, the distribution in
eq. (6.102) is effectively smoothed in spite of being a sum of step functions. The final value and
the total error are easily read off from this distribution as the median and the quantiles which
would correspond to the central 1σ of an effective Gaussian distribution, respectively.

In order to isolate the statistical and systematic errors, one can scale the (squared) width of
the bootstrap distributions entering eq. (6.102) by a factor of λ. Under the assumption that
such a rescaling of the errors of the individual model results only affects the statistical, but not
the systematic error, one can separate these two contributions as demonstrated in Ref. [10],

σ2
stat =

σ2
scaled − σ2

orig
λ− 1 , σ2

syst =
λσ2

orig − σ2
scaled

λ− 1 . (6.103)

Here, σscaled denotes the total error obtained from the rescaled analysis and σorig the one from
the original analysis without rescaling. We use λ = 2 as in Ref. [10], but we remark that the
results of this method are essentially independent of the choice of λ for our data as long as λ
does not come too close to 1. As an example of this, we display the statistical and systematic
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Figure 6.34: Statistical and systematic errors of the model-averaged result for ⟨r2
E⟩

p as a function
of the rescaling factor λ. The total error, which combines the two in quadrature,
is independent of λ by construction. We use λ = 2 as indicated by the dashed
green line.

errors of ⟨r2
E⟩

p in fig. 6.34 as a function of λ. They indeed show only a negligibly small trend
as λ is varied.

The collection of results for the electromagnetic radii and the magnetic moments of the
proton and neutron together with the CDF obtained as explained above is displayed in fig. 6.35.
One can see that approximately the expected fraction of results lie within the central 68 %
quantiles of the averaged distribution. Moreover, the symmetrized errors as shown by the gray
bands agree well with the (generally non-symmetric) quantiles of the distributions, which are
indicated by the dashed lines. Since this statement holds for all observables under study, we
quote the symmetrized errors together with our final results which are collected in table 6.3.
We find that we can obtain the magnetic radii of the proton and neutron to a precision very
similar to their respective electric radii.

Table 6.3: Final results for the radii and magnetic moments. In each case, the first error is
statistical and the second one systematic, respectively.

Observable Isovector Isoscalar Proton Neutron
⟨r2
E⟩ [fm2] 0.785(22)(26) 0.554(18)(13) 0.672(14)(18) −0.115(13)(7)
⟨r2
M ⟩ [fm2] 0.663(11)(8) 0.657(30)(31) 0.658(12)(8) 0.667(11)(16)

µM 4.62(10)(7) 2.47(11)(10) 2.739(63)(18) −1.893(39)(58)
rZ [fm] – – 1.013(10)(12) −0.0411(56)(40)
⟨r3
E⟩(2) [fm3] – – 2.200(60)(71) 0.0078(20)(12)

The individual contributions of every variation to the total systematic error can be estimated
following the procedure outlined in Refs. [10, 60]. To that end, one builds the CDF according
to eq. (6.102) not over all variations but rather first iterates over a particular feature, e.g., the
momentum cut, and builds the CDF for every realization of that feature separately. One then
constructs a secondary CDF as the weighted sum of these individual CDFs, where the weight
of each realization is now given by the sum of the weights of all such fits. Next, the rescaling
analysis as explained above is applied to this secondary CDF, which yields the corresponding
variation-specific systematic error. Repeating this scheme for all variations (momentum cut,
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Figure 6.35: Cumulative distribution function of the electromagnetic radii and the magnetic
moments of the proton (left) and neutron (right) for all fitted models. The
green points depict the central values and errors of the individual fit results.
The thick black line shows the weighted CDF according to eq. (6.102). For
comparison, we also include a CDF based on the central values only, i.e., cdfx(y) =∑NM

µ=1w
BAIC
µ Θ(y−xµ), which is displayed by the light blue line. The dashed-dotted

and dashed lines indicate the median and the central 68 % quantiles, respectively.
The gray bands, on the other hand, depict the symmetrized errors quoted in
table 6.3.
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pion-mass cut and modelling of lattice artefacts), we obtain a complete systematic-error budget
(cf., table 6.4).

Table 6.4: Systematic-error budget for the radii and magnetic moments

Observable Error Isovector Isoscalar Proton Neutron
⟨r2
E⟩ [fm2] Q2

cut 0.0137 0.0054 0.0102 0.0042
⟨r2
E⟩ [fm2] Mπ,cut 0.0025 0.0000 0.0020 0.0031
⟨r2
E⟩ [fm2] artefacts 0.0227 0.0112 0.0157 0.0051
⟨r2
M ⟩ [fm2] Q2

cut 0.0075 0.0084 0.0068 0.0095
⟨r2
M ⟩ [fm2] Mπ,cut 0.0045 0.0116 0.0021 0.0104
⟨r2
M ⟩ [fm2] artefacts 0.0020 0.0294 0.0042 0.0123

µM Q2
cut 0.025 0.026 0.0108 0.028

µM Mπ,cut 0.028 0.040 0.0045 0.032
µM artefacts 0.057 0.093 0.0081 0.054
rZ [fm] Q2

cut – – 0.0075 0.0024
rZ [fm] Mπ,cut – – 0.0013 0.0023
rZ [fm] artefacts – – 0.0101 0.0034
⟨r3
E⟩(2) [fm3] Q2

cut – – 0.0431 0.00073
⟨r3
E⟩(2) [fm3] Mπ,cut – – 0.0032 0.00064
⟨r3
E⟩(2) [fm3] artefacts – – 0.0557 0.00099

We note that, due to correlations, the individual errors added in quadrature need not exactly
reproduce the total systematic error given in table 6.3. In this sense, the more finely one
decomposes the total error (which is the primary output of the CDF method), the more caution
should be exercised in interpreting the resulting error budgets. Nevertheless, one can conclude
from table 6.4 that the modelling of the lattice artefacts is the dominant source of systematic
uncertainties for most observables in our analysis, while the kinematic cuts generally also play
a non-negligible role. One should keep in mind, though, that excited-state contamination
represents an additional, important source of systematic error in our calculation. It is, however,
incorporated into the statistical error of the ground-state form factors through the window
average and subsequently propagated into our final results in this way. We also remark that
our statistical and total systematic errors quoted in table 6.3 are on a par, with the caveat
that the statistical errors contain, in a not straightforwardly quantifiable way, the uncertainty
associated with ground-state identification, which is usually regarded as a systematic error.

In fig. 6.36, we compare the numbers for the electromagnetic radii and the magnetic moments
from table 6.3 to the results of two alternative averaging strategies: the BAICP weights of
eq. (6.101) applied to all variations, i.e., also the cut in Q2, or a naive (flat) average imposing a
p-value cut at 1 %. For the latter, we use the average (squared) statistical uncertainty, and the
variance determined from the spread of the fit results as a systematic error estimate [236],

x̂ = 1
NM

NM∑

µ=1
xµ, σ2

stat = 1
NM

NM∑

µ=1
σ2
µ, σ2

syst = 1
NM

NM∑

µ=1
(xµ − x̂)2. (6.104)

While this method is robust, it is also very conservative and susceptible to overestimating the
true errors. The “plain” BAICP , on the other hand, drastically underestimates the systematic
error for observables which display a non-negligible dependence on Q2

cut, like the isovector
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Figure 6.36: Comparison of the model-averaged results for the electromagnetic radii and the
magnetic moments using different averaging methods: our preferred procedure
(labelled BAIC), the “plain” BAICP weights of eq. (6.101) applied to all variations
(including Q2

cut), and a naive (flat) average according to eq. (6.104).

and the proton’s magnetic radius (cf., also table 6.4). For these reasons, we adopt the model-
averaging procedure BAIC explained above. Regarding the central values as well as the errors,
its results usually lie in between those from the other two methods, all of which are compatible
within errors.

6.11 Comparison to other studies
In the following, we will compare our final results to other lattice calculations, data-driven
evaluations, direct experimental results and other theory approaches, where available. We will
start in section 6.11.1 with the electromagnetic form factors themselves which form the basis
for the extraction of all other observables we consider. Next, we will focus in section 6.11.2 on
the electromagnetic radii and magnetic moments, before coming to the Zemach and Friar radii
in section 6.11.3.

6.11.1 Electromagnetic form factors
In analogy to the radii and the magnetic moments, one can also average the form factors
evaluated at the physical point and at particular values of Q2 over the model variations.
The results are plotted in fig. 6.37 for the proton and neutron and are directly compared to
experimental data. For the proton, one can observe a moderate deviation in the slope of the
electric form factor between our result and that of the A1 Collaboration [14] over the whole
range of Q2. As shown in the inset, the slope of our electric form factor at low Q2 is much
closer to that of the PRad experiment [26] than to that of Ref. [14]. The magnetic form factor,
on the other hand, agrees well with that of Ref. [14]. For the neutron, we compare with the
collected experimental world data [237] which are largely compatible with our curves within our
quoted errors. Only the slope of our magnetic form factor differs somewhat from experiment.
Furthermore, one can see that our results reproduce within their errors the experimental values
of the magnetic moments both of the proton and of the neutron [76].
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Figure 6.37: Electromagnetic form factors of the proton and neutron at the physical point as a
function of Q2. The orange curves and bands correspond to our final results with
their full uncertainties obtained as model averages over the different direct fits.
The light orange bands indicate the statistical uncertainties only. For the proton,
the black diamonds represent the experimental ep-scattering data from A1 [14]
obtained using Rosenbluth separation, and the green diamonds the corresponding
data from PRad [26]. For the neutron, the black diamonds show the experimental
world data collected in Ref. [237]. The experimental values of the magnetic
moments [76] are depicted by red crosses.

6.11.2 Electromagnetic radii and magnetic moments
Regarding the electromagnetic radii and magnetic moments, we start by remarking that our
values in the isovector channel, which are based on a similar, but updated and significantly
extended data set, agree well with the results of Ref. [60]. We find similar errors on the electric
radius and the magnetic moment and an improved error on the magnetic radius.

In fig. 6.38, we compare our results for the proton and neutron (cf., table 6.3) to recent lattice
determinations and to the experimental values. Before turning to a more detailed discussion of
the results of the various lattice calculations, we give a brief overview of the ensembles and
analysis techniques on which each of them is based:

• CSSM and QCDSF/UKQCD [50, 51] have computed the connected part of the electromag-
netic form factors of the octet baryons on Nf = 2 + 1 ensembles with a lattice spacing of
a = 0.074 fm and various pion masses going down to 310 MeV. From the Q2-dependence
of the form factors, they have extracted the electromagnetic radii and magnetic moments.
Based on the aforementioned ensembles, they have performed an extrapolation to the
physical pion mass, and they have corrected for finite-volume effects using a χPT calcula-
tion. Because they have only one lattice spacing, however, no continuum extrapolation
has been performed. Moreover, they have employed only one value of the source-sink
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separation and could thus not study excited-state effects.

• PACS [57] have extracted the electromagnetic radii and magnetic moments of the proton
and neutron from a calculation of the connected part of the electromagnetic form factors
on one Nf = 2 + 1 (10.8 fm)4 ensemble at the physical pion mass and with a lattice
spacing of a = 0.085 fm. Consequently, no continuum extrapolation has been performed.
Because of the large physical volume, their observables exhibit a much less pronounced
excited-state contamination than ours, so that they did not need to perform an analysis
as sophisticated as ours in this regard. Moreover, the large spatial volume gives them
access to a large density of Q2-points, and in particular also to a very small minimal
value of Q2, which is advantageous for an extraction of the radii. Their final results for
the radii are based on dipole fits (except for ⟨r2

E⟩
n), and they quote the difference to a

third-order z-expansion as a systematic error.

• PACS [238] have performed another calculation on a similar ensemble with a smaller
lattice spacing of a = 0.063 fm. Here, their final results for the radii are based on a
fourth-order z-expansion. Combining the two calculations, they can start to investigate
the finite-lattice-spacing effects on the radii, which they find to be significant. However,
they cannot yet perform a continuum extrapolation, for which at least a third lattice
spacing will be required.

• ETMC [58] have extracted the electromagnetic radii and magnetic moments of the proton
and neutron from a calculation of the electromagnetic form factors on one Nf = 2 + 1 + 1
twisted-mass ensemble at the physical pion mass and with a lattice spacing of a = 0.080 fm.
They have included the light-quark disconnected contributions in their calculation. Because
only one Nf = 2 + 1 + 1 ensemble enters the final results of this study, no continuum and
infinite-volume extrapolation has been performed. However, they have compared two
Nf = 2 ensembles with different volumes and did not find any significant finite-volume
effects. They extract the ground-state form factors using plateau fits, but compare to the
LO summation method and to two-state fits and quote a corresponding systematic error.
Their final results for the radii are based on dipole fits (except for ⟨r2

E⟩
n), and they quote

the difference to a fourth-order z-expansion as a systematic error.

• ETMC [59] have explored a method based on Fourier transformation which allows them
to directly extract the radius without any parametrization of the Q2-dependence, thus
eliminating an important source of systematic uncertainty. They have demonstrated the
method for the electric radii of the proton and neutron, using the same Nf = 2 + 1 + 1
ensemble as in Ref. [58], but not including the disconnected contributions.

• Ref. [60] is, as already mentioned, a previous study of the isovector electromagnetic form
factors and radii on Nf = 2+1 CLS ensembles. They have, however, in comparison to this
work fewer ensembles (in particular not E300, D450, N451 and N101), fewer source-sink
separations and less statistics, especially on the near-physical pion mass ensemble E250.
Otherwise, they employ an analysis relatively similar to ours. Because they do not have as
many source-sink separations, they cannot investigate the dependence of the ground-state
identification (e.g., via the LO summation method) on tmin

sep , which is a major improvement
of this work. Furthermore, many technical details in particular regarding the direct BχPT
fits have been refined in this work.

We stress again that the only complete lattice study including disconnected contributions other
than ours is Ref. [58]13, which, however, does not perform a continuum and infinite-volume
13and its predecessor on an Nf = 2 ensemble [54]
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Figure 6.38: Comparison of our best estimates (red downward-pointing triangle) for the electro-
magnetic radii and the magnetic moments of the proton and neutron with other
lattice calculations, i.e., Mainz21 [60] (blue circle), ETMC20 [59] (green upward-
pointing triangle), ETMC19 [58] (orange leftward-pointing triangle), PACS24
[238] (purple rightward-pointing triangle), PACS19 [57] (yellow pentagon) and
CSSM/QCDSF/UKQCD14 [50, 51] (pink hexagon). Only studies with filled
markers, i.e., ETMC19 and this work, include disconnected contributions and
hence represent a full lattice calculation. The Mainz21 values for the proton have
been computed by combining their isovector results with the PDG values for the
neutron [76]. We also show this estimate using our updated isovector results
from this work (blue downward-pointing triangle). The experimental values for
the neutron and for µpM are taken from PDG [76] (black cross). The two data
points for

√
⟨r2
E⟩

p represent the values from PDG [76] (cross) and Mainz/A1 [14]

(square), respectively. The two data points for
√
⟨r2
M ⟩

p, on the other hand, depict
the reanalysis of Ref. [40] either using the world data excluding that of Ref. [14]
(diamond) or using only that of Ref. [14] (square). For ease of comparison, the
red bands show our final results with the full uncertainty, with the light bands
indicating the statistical errors.

extrapolation.
As can be seen from fig. 6.38, our estimates for the electric radii of the proton and neutron

are larger in magnitude than the results of Refs. [57–59], while Ref. [51] quotes an even larger
central value for

√
⟨r2
E⟩

p. The very recent result for
√
⟨r2
E⟩

p from Ref. [238] is very close to
ours, but has a significantly larger error, does not include disconnected contributions and is
not extrapolated to the continuum limit (see above). We stress that any difference between
our estimate and previous lattice calculations is not related to our preference for direct fits to
the form factors, as opposed to the more traditional analysis via the z-expansion. In fact, the
z-expansion approach yields similar values for our data (cf., sections 6.7.2 and 6.7.3). Regarding
⟨r2
E⟩

n, we remark that our result is not yet precise enough to discriminate between the value
from en scattering [76] and the one combining a chiral effective field theory calculation of the
deuteron structure radius [239] with the deuteron-proton charge-radius difference obtained from
the hydrogen-deuterium isotope shift [240], between which a slight discrepancy has emerged.
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Furthermore, we obtain results for the magnetic moments of the proton and neutron, as
well as for

√
⟨r2
M ⟩

n, which are considerably larger in magnitude than that of Refs. [50, 58].
This improves the agreement with the experimental values [76]. In the case of the magnetic
moments, the latter are very precisely known and are reproduced by our estimates within our
quoted uncertainties. The values for µpM from Refs. [57, 238] are well compatible with ours,
while those for µnM and

√
⟨r2
M ⟩

n are smaller in magnitude than ours, in line with Ref. [58].

For
√
⟨r2
M ⟩

n, we observe, in spite of the good agreement which we achieve for µnM , a 3.1σ
tension between our result and the PDG value (after combining all errors in quadrature). On the
level of the form factor GnM evaluated at any particular value of Q2, however, the discrepancy
is much smaller, as can be seen from fig. 6.37 (bottom right). For

√
⟨r2
M ⟩

p, our result agrees
with those of Refs. [57, 58, 238] within 1.2 combined standard deviations, while that of Ref.
[50] is much smaller. We note that our results for the isoscalar radii are somewhat larger than
those of Ref. [58], while µu+d−2s

M compares well between our study and Ref. [58].
For the electric and magnetic radii of the proton, the experimental situation is much less clear

than for the magnetic moment. As is the case for most of the other recent lattice calculations
[57–59, 238], our result for

√
⟨r2
E⟩

p is much closer to the PDG value [76], which is completely
dominated by muonic hydrogen spectroscopy, than to the A1 ep-scattering result [14]: while
we only observe a very mild 1.5σ tension with the former, we disagree at the 3.7σ level with
the latter (after combining all errors in quadrature). We note that we achieve an even better
0.6σ agreement with the recent ep-scattering experiment by PRad [26] which has also yielded
a small electric radius of the proton.

For
√
⟨r2
M ⟩

p, on the other hand, our estimate is well compatible with the value inferred
from the A1 experiment by the analyses [14, 40] and exhibits a sizable 2.8σ tension with the
other collected world data [40]. As can be seen from fig. 6.37 (top right), the good agreement
with A1 is not only observed in the magnetic radius, but also for the Q2-dependence of the
magnetic form factor over the whole range of Q2 under study. We note that both the dispersive
analysis of the combined Mainz/A1 + PRad data in Ref. [30] and the dispersively improved
analysis of the Mainz/A1 data alone in Ref. [34] have yielded significantly larger magnetic radii
[
√
⟨r2
M ⟩

p = (0.847± 0.004 (stat)± 0.004 (syst)) fm and (0.850± 0.001 (stat)+0.009
−0.004 (syst)) fm,

respectively] than the z-expansion-based analysis of the Mainz/A1 data in Ref. [40]. The values
of Refs. [30, 34] also exhibit a 3.4σ and 4.0σ tension with our result, respectively, which is
partly due to their substantially smaller errors compared to Ref. [40]. Possible reasons for this
discrepancy include unaccounted-for isospin-breaking effects.

Our statistical and systematic error estimates for the electric radii and magnetic moments
are similar or smaller compared to the other lattice studies, while being substantially smaller
for the magnetic radii. We remark that the missing data point at Q2 = 0 complicates the
extraction of the magnetic low-Q2 observables in most recent lattice determinations, especially
for z-expansion fits on individual ensembles. The direct approach has, additionally to combining
information from several ensembles and from GE and GM , less freedom and by itself allows for
considerably less variation in the form factors at low Q2. We believe this to be responsible, in
large part, for the small errors we achieve in the magnetic radii.

6.11.3 Zemach and Friar radii
Since there are, to our knowledge, at the time of writing no other lattice calculations of the
Zemach and Friar radii, we can compare these quantities only to determinations based (at least
in part) on experimental data, or on chiral perturbation theory. In the existing literature, three
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Figure 6.39: Comparison of our best estimates for the Zemach radius and third Zemach mo-
ment of the proton (red downward-pointing triangles) with determinations based
on experimental data, i.e., muonic hydrogen HFS [17, 226] (crosses), electronic
hydrogen HFS [226, 245] (squares) and ep scattering [32, 219, 246] (circles).

main types of experiments have been employed to compute the Zemach radius of the proton:
muonic hydrogen HFS [17], electronic hydrogen HFS [241] and ep scattering. In order to extract
the proton Zemach radius from an HFS measurement, input on the proton-polarizability effect
is required. This can be either taken from BχPT [226] or evaluated in a data-driven fashion,
i.e., using information on the spin structure functions [242–244] (as was done in Refs. [17, 245]).
Between these two approaches, a tension has emerged, as already discussed in section 6.9.1.
The form factors measured in ep-scattering experiments, on the other hand, can be analyzed
with many different fit models, e.g., by employing a (modified) power series [219], a z-expansion
[246] or dispersion theory [32].

In fig. 6.39, we compare our results for the Zemach radius and third Zemach moment of
the proton to such studies. While our result for rpZ agrees within one combined standard
deviation with the extractions based on BχPT [226] and the z-expansion-based analysis of
world ep-scattering data [246], and still within two combined standard deviations with the
data-driven HFS extractions [17, 245] and the analysis of the A1 ep-scattering experiment [219],
we observe a 2.6σ tension with the dispersive analysis of world ep-scattering data [32]. We also
note that our estimate is smaller than all of the above experimental determinations except the
one combining BχPT and electronic hydrogen HFS, which is slightly smaller than ours.

The proton’s third Zemach moment can be extracted from ep-scattering experiments in the
same way as its Zemach radius, and we also compare to these results in fig. 6.39. Again, our
value is comparatively small, but this time in good agreement with both the z-expansion-based
[246] and the dispersive analysis [32]. Against the analysis of the A1 ep-scattering experiment
[219], on the other hand, we observe a clear tension of 5.3σ in ⟨r3

E⟩
p
(2). We remark that the

result of Ref. [246] for ⟨r3
E⟩

p
(2), which is also based on the A1 data, is only as small as ours if

they constrain the electric radius to the muonic hydrogen value (cf., fig. 6.40 below). Without
this constraint, they arrive at values for ⟨r3

E⟩
p
(2) and rpZ compatible with those of Ref. [219].

In interpreting the aforementioned discrepancies, one must take into account that our results
for the Zemach radii and third Zemach moments are not independent from those for the
electromagnetic radii because they are based on the same lattice data for the form factors and
the same BχPT fits. To quantify this correlation, we estimate the covariance matrix of our
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model-averaged results for the different proton radii rj ,

C
ĵk

= 1
(cdf−1

N (3/4))2 med([rj −med(rj)][rk −med(rk)]), (6.105)

where we have included the scale factor derived in eq. (6.41) involving the inverse CDF of
a Gaussian distribution, which we denote here by cdf−1

N . The median is calculated from
the model-averaged (empirical) CDF built as in eq. (6.102). For the covariance matrix of
[
√
⟨r2
E⟩

p
,
√
⟨r2
M ⟩

p
, rpZ , r

p
F ], we thus obtain14,

C =




1.92424878× 10−4 5.09426560× 10−5 1.86037985× 10−4 2.47985325× 10−4

5.09426560× 10−5 7.90873678× 10−5 1.00214335× 10−4 7.00503838× 10−5

1.86037985× 10−4 1.00214335× 10−4 2.44881039× 10−4 2.30139512× 10−4

2.47985325× 10−4 7.00503838× 10−5 2.30139512× 10−4 3.38165365× 10−4


 .

(6.106)
Using corr

ĵk
= C

ĵk
/
√
CĵjCk̂k (no sum over j, k), eq. (6.106) corresponds to a correlation

matrix of

corr =




1 0.41294995 0.85702489 0.97214447
0.41294995 1 0.72010978 0.42834371
0.85702489 0.72010978 1 0.79974042
0.97214447 0.42834371 0.79974042 1


 . (6.107)

Hence, we indeed observe a strong correlation both between
√
⟨r2
E⟩

p and rpZ and between√
⟨r2
M ⟩

p and rpZ , while our correlation between
√
⟨r2
E⟩

p and rpF is even higher. We note that a
large positive correlation between the proton’s electric and Zemach radii has also been reported
in the experimental literature [41, 247].

A selection of the results for rpZ and rpF from fig. 6.39 are plotted against the corresponding
values for

√
⟨r2
E⟩

p and
√
⟨r2
M ⟩

p in fig. 6.40. This demonstrates that if a particular analysis
yields a larger electric radius, it generally also produces larger Zemach and Friar radii. The
plots showing the magnetic radius on the horizontal axis, on the other hand, exhibit a sig-
nificantly larger amount of scatter. Approximating the model-averaged distribution in each
two-dimensional projection as a multivariate Gaussian with a covariance matrix given by the
corresponding (2 × 2)-submatrix of eq. (6.106) in the vicinity of our central values, we can
draw confidence ellipses as displayed in fig. 6.40. They illustrate again the strong correlation
among our lattice results for the different proton radii and show that these confirm the trends
observed in the data-driven evaluations as far as the correlation of the Zemach and Friar radii
with the electric radius is concerned.

We conclude that our small results for
√
⟨r2
E⟩

p and
√
⟨r2
M ⟩

p in table 6.3 naturally imply small
values for rpZ and rpF . By contrast, dispersive analyses like Ref. [32] arrive at a significantly larger
magnetic radius than the A1-data analyses [14, 40] and our Lattice-QCD-based extraction, as
already mentioned in section 6.11.2. This may explain why we observe a larger tension in the
Zemach radius (which equally probes electric and magnetic properties) with Ref. [32] than with
Ref. [219], even though the situation is exactly the opposite for the third Zemach moment /
Friar radius (which only probes the electric properties). For a deeper understanding of the
14We remark that the errors derived from the square root of the diagonal elements of eq. (6.106) differ slightly

from the definition using the quantiles of the distribution which we have employed in table 6.3 above. This
is because using only the covariance matrix amounts to approximating the distribution as Gaussian in the
vicinity of the central values. Although this is a good approximation in our case, it does not need to be
fulfilled exactly in general.
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Figure 6.40: Correlation between the different proton radii. The results of this work (red
downward-pointing triangles; shaded ellipses: 1σ, 2σ and 3σ confidence regions)
are compared with determinations based on experimental data (cyan, green and
blue circles; cf., fig. 6.39) [32, 219, 246]. The horizontal bands show the results for
the Zemach radius from Ref. [226] combining BχPT with either muonic hydrogen
HFS data (orange) or electronic hydrogen HFS data (pink). The vertical yellow
band depicts the value for the electric radius derived from muonic-hydrogen Lamb
shift [17]. The dashed black line is calculated with a dipole form (cf., eq. (6.67))
for the electric and magnetic form factors assuming the same dipole mass for both
form factors, which is varied along the line.

underlying differences, a comparison of the full Q2-dependence of the form factors would be
required, rather than merely of the radii. Furthermore, the role of higher-order electromagnetic
corrections should be clarified.

The Zemach radius and third Zemach moment of the proton can also be computed in the
framework of HBχPT [248], which yields a much larger value of rpZ = 1.35 fm and a much
smaller value of ⟨r3

E⟩
p
(2) = 0.8142 fm3. For the Zemach radius, the authors of Ref. [248] do not

quote an error estimate and claim it to be in good agreement with the experimental results, so
that the uncertainty is presumably rather large. For the third Zemach moment, they estimate
the size of the uncomputed corrections which can, however, by far not explain their extremely
low number.

Our results for the Zemach radius and third Zemach moment of the neutron are very well
compatible with the z-expansion-based analysis of world en-scattering data [246], albeit with a
more than two times larger error.

To summarize, the high correlation with the electromagnetic radii implies that our relatively
low values for the Zemach and Friar radii of the proton do not give rise to an independent
puzzle from the lattice perspective. Nevertheless, they emphasize the good agreement of our
results with data-driven dispersive approaches regarding the electric properties of the proton
and the corresponding tension regarding its magnetic properties (cf., fig. 6.40 bottom left
vs. top right). Thus, they make an important contribution towards reaching the goal of a
complete and consistent picture of all the fundamental electromagnetic properties of the nucleon
both from theory and from experiment. This is particularly relevant in light of the upcoming
high-precision HFS measurements in muonic hydrogen spectroscopy [221–224].
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7 Conclusions and outlook
In this thesis, we have investigated the electromagnetic form factors of the proton and neutron
in Lattice QCD with 2 + 1 flavors of dynamical quarks. From the Q2-dependence of the form
factors, we have extracted the electromagnetic radii which are of a special interest in light of
the still unresolved puzzles surrounding their accurate experimental determination. In this
context, a firm theoretical prediction from the Standard Model based on first principles is of
hightened relevance in order to understand the origins of the observed discrepancies.

Our calculation includes both quark-connected and -disconnected contributions, thus repre-
senting a full lattice study. We have made use of the precise and effective computation of the
relevant difference of the light- and strange-quark loops which has been achieved by the one-end
trick [162, 164–166]. Combined with high-precision measurements of the nucleon two-point
function also on ensembles with open boundary conditions, which have partly been performed
in the context of this thesis, this enables an accurate determination of the quark-disconnected
contributions.

Moreover, we have taken all relevant systematic effects into account in our analysis. In
particular, we have explored three complementary approaches for the removal of excited-state
contributions: two-state fits to the effective form factors, the LO summation method with the
window average and the NLO summation method. We have found no evidence that any of the
three methods introduces a systematic bias. However, for our data any fit ansatz including an
explicit gap requires priors at least on these parameters. We have observed that the choice of
the location as well as of the width of the priors can significantly influence the results for the
ground-state form factors. Therefore, we prefer to avoid the use of priors in this step of the
analysis by opting for the LO summation method. Here, we average over different choices for
the minimal source-sink separation entering the fits as this parameter exerts a crucial influence
on the results and we aim to minimize the human bias in this regard. We have adopted a
conservative choice for the location of the averaging window with regard to the suppression of
excited states.

By fitting our data for the form factors to the NLO expressions resulting from covariant
baryon chiral perturbation theory (BχPT), we have combined the parametrization of their
Q2-dependence with the extrapolation to the physical point. Performing in this way a fit across
several ensembles significantly increases the stability against applying strict momentum cuts
which are desirable for the extraction of low-Q2 observables such as the radii. Besides, this
method yields results for the Q2-dependence of the form factors at the physical point, which
enable a more meaningful comparison to experiments. As a crosscheck, we have compared
our results for the electromagnetic radii and magnetic moments from the BχPT fits to a
more traditional procedure which parametrizes the form factors first on each ensemble using a
model-independent z-expansion and subsequently extrapolates the resulting radii and magnetic
moments to the physical point. In the cases where the z-expansion-based analysis is stable,
we have found a good agreement between both approaches. Nevertheless, the BχPT fits are,
in our opinion, superior in particular for the description of the magnetic form factor (the
normalization of which is a priori unknown) because they enable a simultaneous fit of the
electric and magnetic form factors with common fit parameters. Not having a strong preference
for one specific setup of the BχPT fits, we use a model average to determine our final results,
which allows us to quantify the systematic uncertainties associated with these variations.
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7 Conclusions and outlook

We have found that little contribution is possible to the experimental debates regarding
the large-Q2 behavior of the form factors since our data quality rapidly decreases with rising
momentum transfer. Consequently, we focus on low-Q2 observables like the radii and magnetic
moments, for which we can achieve a much higher precision. As an important benchmark,
we reproduce the experimentally very precisely known magnetic moments within our quoted
uncertainties. The precision of our results for the various proton radii (electric, magnetic,
Zemach and Friar), which include a full error budget, is sufficient to make a meaningful
contribution to the debate surrounding their determination. Our result for the electric (charge)
radius of the proton, and correspondingly also that for the Friar radius, favors a low value.
Thus, our electric radius is much closer to the one extracted from muonic hydrogen spectroscopy
[17] and from the PRad ep-scattering experiment [26] than to the one obtained by A1 [14].
For the magnetic radius, and correspondingly also for the Zemach radius, our estimates favor
low values as well. This is, in contrast to the electric radius, in better agreement with the
analyses [14, 40] of the A1 data than with the corresponding analysis applied to the other
collected world data [40] or with dispersive analyses of ep-scattering data [30, 32, 34]. Also the
Q2-dependence of our magnetic form factor of the proton over the whole range of Q2 under
study is well compatible with A1.

Consequently, we contribute additional evidence to suggest that lattice calculations agree
with the emerging consensus about the experimental value of the electric proton radius [41, 249,
250]. Meanwhile, the results for the proton’s magnetic radius (and its Zemach radius) require
further investigation. In particular, a comparison of the full Q2-dependence of the form factors
themselves with dispersive approaches would be essential for understanding the origins of the
observed discrepancies in the magnetic and Zemach radii. The ultimate goal of the ongoing and
future research in this direction must be to attain a complete and consistent picture of all the
fundamental electromagnetic properties of the nucleon both from theory and from experiment.

For lattice studies of the electromagnetic form factors of the nucleon, the excited-state
contamination remains an important source of systematic uncertainty and a major challenge.
The currently available data at sufficiently large source-sink separations is, without resorting
to priors, not precise enough to clearly disentangle the contributions of multiple states, as
would be required for a convincing application of multi-state fits or of the NLO summation
method. Using the LO summation method, the signal gets lost in the exponentially growing
noise very quickly after the plateau region is reached. This renders firm statements about the
exact location of the plateau impossible and forces us to quote larger errors in case of ambiguity,
which is achieved by the window average. A promising strategy to tackle this issue, besides
drastically increasing statistics at large source-sink separations, is to perform a dedicated study
of the excitation spectrum as initiated in Refs. [251, 252] for the axial and pseudoscalar form
factors.

Of the remaining sources of systematic uncertainty, the modelling of the lattice artefacts, i.e.,
the extrapolation to the continuum and infinite-volume limit, is generally the most important
one in our analysis. This can be improved upon by using a larger range of lattice spacings and
volumes at or near the physical pion mass. Small quark masses and coarse lattice spacings
significantly enhance the probability of finding small eigenvalues of the Dirac operator. This
raises concerns regarding the algorithmic stability of the current CLS setup in this regime.
However, CLS is currently producing a fine (β = 3.70) ensemble at the physical pion mass
called F300 which will be very helpful in further constraining the chiral interpolation and the
continuum extrapolation. Moreover, its large volume implies a high density of Q2-points and a
small minimal value of Q2, which is crucial for an accurate extraction of low-Q2 observables
like the radii.

A systematic error which has been left unquantified in this thesis is the one due to neglecting
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higher orders in the BχPT expansion. Including them would require a derivation of the NNLO
BχPT expressions for the electromagnetic form factors of the nucleon, which, to our knowledge,
do not yet exist in the literature. Since the NLO expressions employed in this thesis are already
very complicated, including the full NNLO terms would probably only be reasonable if one
defines a more efficient scheme for their numerical evaluation. Besides, the fit quality of our
NLO BχPT fits is already good (cf., appendix E of Ref. [5]), so that the coefficients of NNLO
terms are not likely to be well constrained by our data. Another type of corrections which has
not been studied in this thesis is due to Quantum Electrodynamics (QED) and strong isospin
breaking (mu ̸= md). Even though such corrections are generally believed to be negligible at
our current level of precision, a precise estimate for their size does, to our knowledge, not exist
at present. Calculating the relevant diagrams would, however, be numerically extremely costly.
The current state of the art in this regard is computing isospin-breaking corrections to baryon
masses [190] (i.e., two-point functions); for three-point functions, this will be significantly more
challenging.

Apart from computing the isoscalar electromagnetic form factors, the precise calculation
of quark-disconnected diagrams used in this thesis can be employed for an updated study of
the strangeness electromagnetic form factors of the nucleon [188]. Moreover, it can be used
to investigate the isoscalar, strangeness and charm axial form factors. Such observables are
relevant for elastic neutrino-nucleon scattering both via W - or Z-boson exchange. Here, the
single-nucleon form factors serve as an important input for the calculation of neutrino-nucleus
cross sections which are needed to interpret the results of upcoming long-baseline neutrino
experiments aiming to measure the neutrino oscillation parameters to a high precision [253–255].
Furthermore, both the difference of the strangeness and charm axial form factors and the
individual strangeness and charm vector form factors are required for hadronic corrections in
experimental measurements of the proton weak charge at hadronic energy scales via parity-
violating ep scattering [256, 257]. From the proton weak charge, the Weinberg mixing angle
can be determined, the running of which sets constraints on extensions of the Standard Model
[257].
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